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Abstract
We estimate surface normal maps of an object from either its diffuse or specular reflectance using four spherical
gradient illumination patterns. In contrast to traditional photometric stereo, the spherical patterns allow normals
to be estimated simultaneously from any number of viewpoints. We present two polarized lighting techniques that
allow the diffuse and specular normal maps of an object to be measured independently. For scattering materials,
we show that the specular normal maps yield the best record of detailed surface shape while the diffuse normals
deviate from the true surface normal due to subsurface scattering, and that this effect is dependent on wavelength.
We show several applications of this acquisition technique. First, we capture normal maps of a facial performance
simultaneously from several viewing positions using time-multiplexed illumination. Second, we show that high-
resolution normal maps based on the specular component can be used with structured light 3D scanning to quickly
acquire high-resolution facial surface geometry using off-the-shelf digital still cameras. Finally, we present a real-
time shading model that uses independently estimated normal maps for the specular and diffuse color channels to
reproduce some of the perceptually important effects of subsurface scattering.

1. Introduction
Recent techniques for acquiring geometry and reflectance of
objects have enabled much richer and more realistic render-
ings in computer graphics. Many of these techniques (e.g.
[SWI, DHT∗, LKG∗03, GTHD, WMP∗06]) use a combina-
tion of 3D scanning and photography under different light-
ing conditions to acquire 3D models of the object’s shape
and how it reflects light. When both of these characteristics
are measured, the models can be used to faithfully render
how the object would look from any angle, reflecting the
light of any environment.

Some of the current reflectance acquisition techniques
photograph an object under a small number of lighting con-
ditions, and use this limited reflectance information to infer
BRDFs across the entire object surface [LKG∗03, ZERB].
However, such techniques miss some of the spatially-
varying effects of specular reflections. Other techniques
acquire object reflectance using many images of the ob-
ject under a dense sampling of lighting directions [DHT∗,
CGS, WMP∗06]. These techniques model spatially-varying
BRDFs more accurately but are significantly more data in-
tensive, complicating the capture of live subjects.

In this work we present a new reflectance acquisition tech-

nique that uses a small set of lighting conditions, but is
able to acquire independent estimates of diffuse and specu-
lar reflectance behavior across the entire object surface. The
technique uses four spherical gradient illumination patterns
which effectively compute the centroid and total energy of
each pixel’s reflectance function, i.e. the amount of light re-
flected toward the camera as the object is lit from each direc-
tion on the sphere. We further show that the gradient patterns
can be polarized, using either linear or circular polarization,
in a way that the diffuse and specular components can be
characterized independently. We show that the centroids of
the diffuse and specular reflectance each yield an estimate
of the pixel’s surface normal, and we refer to these estimates
as the diffuse normals and specular normals for the object.
Thus, our four lighting patterns, each photographed under
two polarization states, yield the diffuse normal (per color
channel), diffuse albedo (per color channel), specular nor-
mal, and specular intensity for each pixel.

The key novel capability of our technique is estimating
normal maps from the object’s specular reflectance using
only a few lighting patterns. Since few photographs are re-
quired, commonplace high-resolution still cameras can be
used for the data acquisition, even for live subjects, allow-
ing higher-resolution maps to be acquired than previous ap-
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(a) Diffuse normals (b) Specular normals (c) Hybrid normals (d) Real photograph

Figure 1: An orange rendered from acquired measurements of (a) diffuse normals, (b) specular normals, and (c) hybrid rendering with separate
specular and diffuse normals. This data was acquired from linearly polarized spherical illumination and rendered using a manually-chosen
specular roughness parameter. (d) A real point-lit photograph of the orange for comparison.

proaches have allowed. Furthermore, these maps provide the
best representation of high-resolution surface detail for ma-
terials exhibiting translucency. For such materials, standard
3D scanning and photometric techniques which work by an-
alyzing only the diffuse component of the reflection will
miss detail due to the blurring effects of subsurface scatter-
ing.

Our technique’s normal estimates from diffuse reflection
are affected by self-shadowing and mutual illumination. If
left uncorrected, the diffuse normals we acquire are more
useful for surface shading than for geometry measurement,
akin to the bent normals from [Lan02] and the polyno-
mial texture maps of [MGW]. An advantage our patterns
have over traditional photometric stereo is that the light-
ing patterns (except under linear polarization) are view-
independent, allowing normals to be estimated from any
viewpoint from the same four patterns. Since our technique
estimates just the normals and albedo, we use a manually-
chosen specular roughness parameter for our renderings; our
technique does not measure the full BRDF at each surface
point. However, the normal maps we acquire are of a suf-
ficiently high resolution to yield some of the appearance of
spatially-varying specular roughness.

One application we show for this acquisition process
leverages the fact that differences between the specular
and diffuse normals are important for characterizing the re-
flectance of organic materials. From this observation, we
present a real-time hybrid normal shading technique that
uses independent normal maps for the specular channel and
each of the three diffuse color channels. We show that this
technique reproduces some of the perceptually important ef-
fects of an object’s surface translucency, as seen in Fig. 1
and Fig. 10.

In another application, we show that our specular sur-
face normal estimates can be combined with cost-effective
structured light scanning to produce 3D models comparable
in quality to high-resolution laser scans. Unlike laser scan-
ning, our acquisition technique can directly acquire high-
resolution surface detail of organic subjects because of its

high speed and its robustness to surface translucency. We use
this technique in a system which to our knowledge yields
the highest-resolution photometrically-based scans of hu-
man faces to date, and has the relatively low-cost setup of
two SLR cameras, a set of polarizers, and an LED sphere. In
summary, our contributions include:

1. The use of a set of view-independent spherical gradient
illumination patterns to recover photometric normal maps
of objects based on either diffuse or specular reflectance.

2. The use of linear or circular polarization patterns to sep-
arate specular and diffuse reflection under spherical illu-
mination. This enables independent estimation of diffuse
normal maps per color channel and a specular normal
map, in addition to specular intensity and diffuse albedo.

3. Rendering with independently recovered diffuse and
specular normal maps, allowing detailed surface reflec-
tion and an approximation of translucent diffuse re-
flectance to be rendered with a local shading model.

4. A novel scanning system that uses these techniques in
conjunction with structured light to recover high reso-
lution surface geometry and aligned diffuse albedo and
specular intensity maps.

2. Background and Related Work
Our techniques build on previous work in reflectance scan-
ning, photometric stereo, and polarization-based analysis of
reflected light:

Reflectance Scanning Techniques. Most reflectance ac-
quisition techniques (e.g. [SWI, DHT∗, LKG∗03, GTHD,
WMP∗06]) use photographs of an object under different
lighting conditions to acquire its reflectance properties. One
of the most significant challenges is to record an object’s
specular reflectance behavior. Since the position of a spec-
ular highlight depends on the lighting direction and the
surface normal, many images taken under different light-
ing directions are required to sample the appearance of the
specular lobe. Even if the object is assumed to be all of
the same material, many photographs are typically required
[MWL∗, MPBM03]. This forces most techniques to adopt
one of two approaches.
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The first is to take many images of the object un-
der a dense sampling of lighting directions [DHT∗, CGS,
WMP∗06]. This leads to data-intensive capture processes,
requiring either long capture times (complicating the mea-
surement of human subjects) or specialized high-speed cam-
eras [WGT∗05] that add expense and can compromise image
quality. Furthermore, this approach remains difficult to apply
to objects exhibiting mirror-like specularity; even a thousand
lighting directions is insufficient to observe polished reflec-
tions without aliasing.

The second approach is to observe the specular lobe’s spa-
tial behavior across certain highlights on the object and to
extrapolate this behavior across the surface of the entire ob-
ject [LKG∗03,ZERB]. These techniques can produce plausi-
ble reflectance properties across an object surface, but there
is no guarantee of accuracy. Also, the surface orientation de-
tail between the specular observations must be inferred us-
ing only information from the object’s diffuse reflectance,
and such techniques cannot capture high-frequency surface
detail of scattering materials [CGS].

Photometric Stereo and Extensions. [Woo80] introduced
photometric stereo, a process of determining surface orienta-
tion of a Lambertian surface from its appearance under mul-
tiple illumination directions using a simple linear system.
Extensions of photometric stereo have allowed orientation
to be recovered in the presence of interreflections [NIK91]
as well as specularity [Sch93, MZKB]; a recent survey of
photometric stereo work in this area is reviewed in [BP03].

Another line of work has endeavored to estimate surface
orientation specifically from its specular reflection. Like our
work, many of these use extended lighting patterns in order
to reliably observe the specular reflection for a certain range
of angles. [Ike81] used light from fluorescent tube lights re-
flecting onto diffuse surfaces to estimate surface orientation
assuming mirror-like specular reflection. [HBKM] used the
eye’s specular reflection of a pattern of rings and spline-
based surface fitting to model the shape of the cornea.

More recently, [CGS] have combined specular normals
obtained using many lighting conditions with positional in-
formation to create highly detailed geometry. A key goal of
our work is to obtain similarly detailed geometry for a wider
angular range of specular normals using only a few lighting
conditions.

Environment matting [ZWCS] measures the direction
of rays from the background reflecting from or refracting
through an object, making use of several extended illumi-
nation patterns created by a video monitor. [CZH∗] cap-
tured similar information using a single multicolored gra-
dient pattern to enable real-time environment matte cap-
ture. [TLGS05] went a step further, actually recovering sur-
face normals and object geometry from these reflected direc-
tions. They recovered reflected directions using four multi-
colored illumination patterns that offered a good compro-
mise of rapid capture and robust recovery. We also use four

extended lighting conditions; however, we make use of full
sphere illumination and of polarization to capture indepen-
dent specular and diffuse normals and reflectance for an en-
tire object.

[NIK90] demonstrated the joint recovery of surface ori-
entation and reflectance properties for objects exhibiting
both diffuse and specular reflection using several extended
light sources. Our goals and approach are similar, but our
technique requires fewer lighting conditions and supports
the capture of distinct surface normals for diffuse and spec-
ular reflection as well as distinct surface normals for dif-
ferent diffuse channels. [DHT∗] used many directional il-
lumination conditions and colorspace diffuse-specular sepa-
ration to recover separate surface normal maps for the dif-
fuse and specular components of faces, and observed that
the surface normals derived from diffuse reflectance lacked
the sharp details of the specular normals due to translucency.
Our work obtains similar results but with far fewer lighting
conditions, allowing for significantly higher-speed, higher-
resolution capture.

Polarization-Based Analysis of Reflected Light. Analysis
of object shape and reflectance can greatly benefit from be-
ing able to determine what portion of observed light arises
from diffuse reflection and what portion from specular re-
flection. Polarization can be a useful tool for accomplish-
ing this. Diffuse and specular reflection components differ
in that specular reflection alters polarization in a determinis-
tic manner in accordance with the Fresnel equations, while
diffuse reflection produces outgoing light which is generally
close to unpolarized. [Wol, Wol89] demonstrate the use of
two images taken with vertical and horizontal polarizers in
front of the camera to separate diffuse and specular reflec-
tion assuming that the subject consists of a homogeneous
material. [NFB97] combines this approach with colorspace
analysis to separate reflectance components of heterogenous
materials. Recently, [CLFS] proposed a technique for scan-
ning translucent 3D objects using polarized illumination.

When the incident illumination can also be polarized, this
separation is simplified [Mer84]. [DHT∗] used a pair of im-
ages, one cross polarized and one parallel polarized, to sep-
arate diffuse and specular reflection components for char-
acterizing the reflectance of human faces. In this work we
extend this linear separation capability to full spheres of in-
cident illumination, and also demonstrate the usefulness of
circularly polarized illumination fields for diffuse-specular
separation.

3. Computing Normals from Gradient Illumination
In this section we examine the relationship between sur-
face normals and reflectance function centroids measured
through gradient illumination. Due to the different behav-
ior of diffuse and specular reflectance functions with respect
to the surface normal, we discuss both cases separately.

We will show that in both cases only four spherical illu-
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 2: Gradient illumination conditions, ratio images, and sur-
face normal map. (a-d) The four spherical gradient lighting con-
ditions (P′

x,P′
y,P′

z ,Pc) as reflected in a mirrored sphere. (e-h) The
gradient lighting conditions lighting a face using a spherical light-
ing apparatus. (i-k) Ratio images of (e-g) divided the uniformly lit
image (h). (l) Surface normal map estimate derived from (i-k) us-
ing rgb ∈ [0,+1]3 values to indicate surface normal coordinates
!n ∈ [−1,+1]3 (see online version for color).

mination patterns Pi(!ω) defined on the sphere of directions
!ω ∈Ω are needed. These four patterns are: a constant pattern
Pc(!ω) = 1, a linear gradient along the x-coordinate Px(!ω) =
ωx, a linear gradient along the y-coordinate Py(!ω) = ωy, and
a linear gradient along the z-coordinate Pz(!ω) = ωz. Note
that !ω = [ωx,ωy,ωz] are the components of the normalized
vector corresponding to the direction !ω .

Lambertian Surface Reflection. Consider the Lambertian
BRDF defined over incident illumination !ω and normal !n
by: R(!ω,!n) = ρdF(!ω,!n), where F is the foreshortening fac-
tor max(!ω ·!n,0), and ρd is the diffuse albedo. The observed
reflectance Li from a view direction!v, excluding occlusions
and inter-reflections, under a spherical illumination pattern
Pi is:

Li(!v) =
∫

Ω
Pi(!ω)R(!ω,!n)d!ω. (1)

In case of the gradient along the x-coordinate Px the re-
flectance can be derived as follows. We first express the in-
tegral in Equation (1) in a local shading frame T = [!s,!t,!n]T ,
where !s and !t are freely chosen but orthogonal to each
other and !n, such that the normal direction !n is aligned to
!z = [0,0,1], and !ω ′ = [ω ′

s,ω ′
t ,ω ′

n] = T!ω . Equation (1) be-
comes:

Lx(!v) =
∫

Ω
(ω ′

ssx +ω ′
t tx +ω ′

nnx)R(!ω ′,!z)d!ω ′. (2)

Due to the fact that R(!ω ′,!z) is not dependent on the first two
components of !ω ′ (due to!z), the integral over the first two
terms in Equation (2) equals 0. Working out the third term

gives:

Lx(!v) = nx

(
2πρd

3

)
. (3)

A similar result can be found for the y and z gradients. In
all three cases the corresponding component of the diffuse
normal is scaled by the constant 2πρd

3 . This constant can be
divided out by normalizing the observed values.

The gradients Px,Py, and Pz are defined in a [−1,+1]
range. Because it is impossible to emit light with negative
intensity, we translate and scale the intensity values to a
[0,+1] range: P′

i = 1
2 (Pi +Pc). The reflectance values under

unweighted and untranslated gradient patterns can now be
easily computed by: Li = 2L′

i−Lc. Although we only needed
three patterns to determine the surface normal, the constant
illumination pattern is needed due to this practical limita-
tion. An example of the diffuse normal recovery process for
a human subject is seen in Fig. 2.

Specular Surface Reflection. Again we start with a re-
flectance function R(!ω,!v,!n) = S(!r, !ω)F(!ω,!n), where !r =
2(!n ·!v)!n −!v is the specular reflected direction, and S is
the specular reflectance lobe. Unlike Lambertian reflectance
functions, a specular reflectance lobe S is mostly symmet-
rical around the perfect reflected direction. We assume that
this lobe S is non-zero around a small solid angle around!r,
and that the foreshortening F is near constant in this solid
angle. This assumption breaks down when (1) the extent of
the lobe is large (i.e., glossy reflections), and (2) at grazing
angles where the cosine changes rapidly.

We again investigate the effect of the gradient over the
x-coordinate Px. Similarly as in the Lambertian case we ap-
ply a change of variables. However, in this case we align the
reflected view vector with!z = [0,0,1]. This can be accom-
plished by a rotation T = [!s,!t,!r]T , where!s and!t are orthog-
onal vectors both orthogonal to!r.

Lx(!v) =
∫

Ω
(ω ′

ssx +ω ′
t tx +ω ′

rrx)S(!z, !ω ′)F(!ω ′,!n′)d!ω ′, (4)

where !ω ′ = [ω ′
s,ω ′

t ,ω ′
r] = T!ω , and !n′ = T!n. We made the

assumption that F is approximately constant in the solid an-
gle where S is non-zero. We denote this constant by cF :

Lx(!v) ≈ cF

∫

Ω
(ω ′

ssx +ω ′
t tx +ω ′

rrx)S(!z, !ω ′)d!ω ′, (5)

Again the first two terms are 0 due to the symmetry of the
specular lobe S around!r, yielding:

Lx(!v) ≈ rxcF

∫

Ω
ω ′

zS(!z, !ω ′)d!ω ′. (6)

Similar expressions can be obtained for the y and z gradients.
All expressions contain the same integral, which depends on
the exact definition of S, and the same constant cF . Normal-
izing the vector [Lx(!v),Ly(!v),Lz(!v)] yields !r = [rx,ry,rz],
which is the reflected direction of the view direction. The
normalized halfway vector between!r and!v corresponds to
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the specular normal direction. An example of specular nor-
mal recovery can be seen in figures 9 (c) and (d).

Discussion. The two previous derivations can be intuitively
understood as follows. First observe the fact that BRDFs are
largely symmetrical around the normal or reflected direction
for diffuse and specular BRDFs respectively. Second, it is in-
tuitively clear that the centroid (i.e., mean) of the BRDF lies
on this symmetry axis. Thus, by measuring the centroid, the
normal can be easily derived. Computing the centroid (also
called the first moment in statistics) of 1D function can be
achieved by integrating this function against a linear gradi-
ent. The presented spherical gradient functions are the ex-
tentions of a linear gradient to a spherical domain.

Real reflectance functions are rarely completely diffuse
or specular, and are mostly a mix of both. Ignoring either
the diffuse or specular component will result in a skewed
normal. To address this, separation methods based on polar-
ization are discussed in Sec. 4.

Until now, this discussion has ignored inter-reflections
and self-shadowing. These illumination effects will change
the symmetry of the reflectance functions. More specifically,
this implies that the first two terms in Equations (2) and (5)
are probably not zero, and thus skew the derived normal di-
rections. Furthermore, the error on the specular normal is
also dependent on how specular the BRDF is. A wide spec-
ular lobe can introduce errors due to (1) variation in F over
the lobe, (2) partial occlusion of the specular lobe, and (3)
off-specular reflection. As observed in [NIK90], when view-
point is fixed and lighting direction varied, off-specular re-
flection is not a significant effect. This is due to the tendency
of errors (1) and (3) to cancel each other.

4. Separating Reflectance Components under Spherical
Illumination

We have shown that we can obtain estimates of surface
normals from gradient illumination for objects whose re-
flectance is either diffuse or specular. Since most surfaces
exhibit a combination of specular and diffuse reflectance,
it is desirable to estimate normals for the object from
each component independently. This section presents two
polarization-based techniques for separating the diffuse and
specular components.

4.1. Linear Polarization
Specular reflection is a relatively simple surface interaction
arising at any interface between two media with differing in-
dices of refraction. Denoting the index of refraction of the
material by n, specular reflection from the surface is gov-
erned by the Fresnel equations:

rs =
sin(θt −θi)
sin(θt +θi)

, rp =
tan(θt −θi)
tan(θt +θi)

(7)

where rs is the ratio of the reflected to incident electric field
component perpendicular to the plane of incidence, rp is

(a)

(b)

Figure 3: Linear polarization reflectance separation under omni-
directional illumination. (a) Diffuse component. (b) Specular com-
ponent. Both images are taken under the top gradient P′

y. The inten-
sity of the specular image is doubled for visualization.

the corresponding ratio for the parallel component, θi is the
angle of incidence and θt is the refracted angle, given by
θt = arcsin( 1

n sinθi).

These equations imply that the polarization state of the
specularly reflected light is determined by the polarization
state of the incident light. In contrast, diffuse reflection arises
from subsurface scattering and is almost completely unpo-
larized regardless of the polarization characteristics of the
incident illumination. This is why the diffuse and specular
components of reflected light can be effectively separated by
controlling the polarization state of the incident light while
also measuring the polarization state of the reflected light.

For a single camera and assuming the light source lies in
a horizontal plane including the camera and subject, [DHT∗]
used linear polarizers placed over the light source and cam-
era to perform this separation. This was done by placing a
vertical polarizer over the light source, which given the hor-
izontal plane of incidence assures that the outgoing specular
reflection will also be vertically polarized. A horizontal po-
larizer in front of the camera will then block all of the spec-
ularly reflected light, but only half of the diffusely reflected
light, yielding an image I1 = 1

2 ID. Similarly, a vertical po-
larizer in front of the camera will yield I2 = 1

2 ID + IS. The
diffuse and specular image components are then ID = 2I1
and IS = I2 − I1. The results of diffuse-specular separation
using linear polarizaiton are seen in Fig. 3 and Fig. 5.

Because we wish to illuminate our subject with many
lights simultaneously and do not wish to limit the light place-
ment to a horizontal plane, we must create a spherical direc-
tion field of linear polarization for the lights designed so that
the light reflected specularly in accordance with Equation (7)
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toward the camera viewpoint will be vertically polarized re-
gardless of the angle of incidence (i.e. which light it origi-
nated from).

In practice we create this pattern by individually tuning
linear polarizers placed over each light source on the sphere
to minimize the observed specular reflection from a spherical
test object as viewed through the camera’s linear polarizer.
This pattern can also be found through numerical optimiza-
tion, the result of which can be seen in Fig. 4 (a).

As shown in Fig. 4 (b), the intensity of the reflected spec-
ular component from a surface element oriented along the
halfway vector depends not only on the specular albedo ρs
but also on the incident light direction itself as specified by
the Fresnel equations. This effect must be divided out when
interpreting the reflected specular light as ρs. Near the Brew-
ster angle, the specular reflection becomes very weak, mak-
ing recovery of ρs unreliable for these angles.

A disadvantage of separating reflectance components with
linear polarization is that the required polarization direction
field is highly dependent on the viewing direction. An al-
ternate approach would be to dispense with the restriction
that all specular reflection toward the camera must share
the same polarization state, and instead take three images
with linear polarizations spaced 60◦ apart. This would al-
low any polarization orientation to be simulated. We do not
adopt this approach for two reasons. First, we found the re-
covery to be too ill-conditioned to permit accurate computa-
tion of the depolarized diffuse component in the presence
of a strong specular component. Second, it is still neces-
sary that the specular reflection from any given pixel be lin-
early polarized. This requires that the polarization direction
field be nearly constant over the specular lobe. However, be-
cause it is impossible to specify a continuous direction field
on a sphere, there must always be some illumination direc-
tions that violate this requirement. For a single viewpoint,
it is possible to circumvent this problem by placing the dis-
continuities at the Brewster angle, as the pattern in Fig. 4
(a) does; however, this cannot be accomplished for multi-
ple cameras at the same time. These shortcoming led us to
explore circular polarization for obtaining view-independent
diffuse/specular separation.

4.2. Circular Polarization
Circular polarizers have chirality but not direction. Distribut-
ing circular polarizers of the same chirality over a sphere
provides a polarization field which is not only smoothly
varying but also symmetric with respect to choice of camera
viewpoint. This preserves the viewpoint independence estab-
lished by using linear gradient patterns in the first place.

The disadvantage of this approach is that because the ra-
tios rs and rp differ, circular polarization typically becomes
elliptical on reflection. Thus separating diffuse and specular
reflections accurately requires the capture of four images,

(a) (b)

Figure 4: (a) Hemispherical angular map representation of direc-
tions of linear polarization for independently observing the specular
and subsurface reflection for a full sphere of illumination. The full
sphere is derived by mirroring this hemisphere. The camera is as-
sumed to lie to the left. (b) Attenuation of specular reflection, repre-
sented in the same space as (a). Near the Brewster angle the reflec-
tion is weak, making recovery of true specular reflectance unstable.

three to characterize the polarization ellipse and one to char-
acterize the amount of unpolarized light. In addition, this re-
covery process is very sensitive to noise and miscalibration
of the polarization filters, particularly when the specular in-
tensity is high relative to the diffuse intensity.

Instead, we take advantage of the fact that rs and rp are
roughly equal for moderate angles of incidence, causing the
polarization of the specularly reflected light to remain nearly
circular. Capturing only two images, one with a circular po-
larizer and another with the same filter placed backwards,
then allows specular and diffuse components to be separated
in the same way as for the linearly polarized case. In practice
we find that the diffuse and specular are well separated for
a cone of light sources surrounding each camera. Typically
the half-angle of this cone is about 70◦. Beyond this angle
the separation degrades rapidly; however, it can be argued
that surfaces more oblique than this should be captured from
a different viewpoint anyway to minimize foreshortening.

To perform the separation, we placed circular polarizers
over each light source on the sphere. To cancel out the spec-
ular reflections we placed a circular polarizer of the same
sense over the camera. This is because reflection from a
dielectric reverses the handedness of the circular polariza-
tion. As with separation by linear polarization, this diffuse
image can be expressed as I1 = 1

2 ID. By reversing the cir-
cular polarizer over the camera, we capture another image
I2 = 1

2 (ID + IS). (Note that this differs from the I1 of the lin-
early polarized case in that only half of IS is transmitted.)
The diffuse and specular components are then ID = 2I1 and
IS = 2(I2 − I1). The results of circular separation are seen on
the right of Fig. 5. As expected, they agree well with those
recovered using linear polarization for those parts of the sub-
ject not too steeply inclined away from the camera. In partic-
ular, the characteristic sharp appearance of the specular nor-
mal map and blurred appearance of the diffuse normal map
are clearly evident over the central portion of the subject.
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Linear Polarization Circular Polarization
Figure 5: Diffuse-specular separation and normal map extraction using linear and circular polarization. Shown for each of the techniques
are: (Upper-left) Example of separated diffuse component for full sphere illumination. (Upper-right) Example of separated specular component
for full sphere illumination. (Lower-left) Shaded visualization of diffuse normals. (Lower-right) Shaded visualization of specular normals.

5. Results and Applications
In this section we describe four applications of the acqui-
sition technique and show the results achieved with each.
These applications include real-time capture of a performing
subject, high-resolution geometry scanning, capturing and
rendering with hybrid surface normals, and normal estima-
tion of highly specular objects.

The primary lighting apparatus we use to create the gradi-
ent lighting patterns consists of 156 LED lights placed on the
vertices and edges of a twice-subdivided icosahedron similar
to that of [WGT∗05]. For polarized patterns, individual lin-
ear or circular polarizers are placed over each light. An ad-
ditional continuous-field illumination device useful for cap-
turing highly specular objects is described in Sec. 5.4.

For all results except those described in Sec. 5.1, we use
one or two digital SLR cameras. For linearly polarized il-
lumination, a linear polarizer is mounted on a servomotor
in front of the camera, allowing the polarizer to be rapidly
flipped on its diagonal between horizontal and vertical orien-
tations. For circular polarization, we manually flip a circular
polarizer placed in front of the camera.

5.1. Normal Map Capture of a Live Performance
Following [WGT∗05], we can acquire an animated normal
map of a live performance using time-multiplexed illumina-
tion. However, since we need just four lighting conditions,
we can acquire normals using a much slower frame rate than
the thousands of frames per second used in [WGT∗05]. In
this example we use three digital video cameras running at
120fps, cycling through the four lighting conditions at 30Hz

to capture the performance. This frame rate is attainable with
a variety of machine vision and motion picture cameras. As
in [WGT∗05], we use optical flow to temporally align each
set of four conditions. A principal benefit of determining sur-
face normals using gradient illumination is that the same set
of four patterns works equally well for any viewpoint, with
each yielding surface normal estimates in world space. This
follows from the fact that images of a subject photographed
under the four gradient patterns can be transformed to any
other set of gradient illumination directions using a rota-
tion matrix [RH02]. Fig. 6(a-c) shows normal maps of a dy-
namic expression simultaneously captured for left, center,
and right views using the same four gradient lighting con-
ditions; the environment-mapped renderings in Fig. 6(d-f)
reveal the captured surface normal detail.

5.2. High-Resolution Geometry Scanning
We can capture high-resolution surface geometry of an or-
ganic subject by combining a medium-resolution structured
light scan with high-resolution surface normals based on the
specular reflectance. We use a structured-light stereo tech-
nique that uses a stereo pair of SLR cameras with a video
projector placed between them. The projector projects a se-
quence of four colored stripe patterns Si and one uniform
white pattern W . We compute correspondences between the
cameras by finding best matches of the ratios Si

W . In cap-
turing a human subject, we first take the eight images (four
gradient patterns under two linear polarization states) and
then the five structured light images for a total of 13 images.
Using Canon 5D cameras in "burst mode", this requires just
five seconds to capture data at 12 megapixel resolution.
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(a) (b) (c)

(d) (e) (f)

Figure 6: Normal map capture of live performances. (a,b,c) Sur-
face normal maps from three viewpoints derived from the same set of
four gradient illumination conditions of a live performance. (d,e,f)
Environment mapped renderings using the maps to show normal de-
tail.

Due to image noise and the limited resolution of the pro-
jector, the structured light scan includes some biasing and
noise at high frequencies as seen in Fig. 7(a). Additional
smoothing of the surface geometry results from the light
scattering within the subject as noted in [CGS]. To recover
the missing detail, we use the recovered diffuse or specu-
lar normals and an embossing technique. We first smooth
the structured light scan using bilateral denoising [FDCO].
Next, we create a surface normal map from the smoothed
mesh. We extract the high frequency details of the estimated
normals using high-pass filtering and then add these details
to the smoothed geometric normals. Finally, we optimize the
mesh vertices to match this assembled normal map using an
embossing process as in [NRDR05]. Geometry recovered in
this way using diffuse or specular normals is shown in Fig.
7(b,c). As expected, the specular normals recover detailed
surface shape much better than the diffuse normals.

Fig. 7 shows a comparison of the derived meshes to laser
scanned geometry acquired at 0.1mm resolution from the
company XYZRGB. Because the original orange object ex-
hibits significant specularity and tranlucency, it was not suit-
able for laser scanning. We instead followed standard pro-
cedure and made a high-quality plaster cast for the refer-
ence laser scan. We aligned our object meshes and the refer-
ence scan using ICP, and chose a linear profile to examine.
The geometric deviations in Fig. 7(e) are less than 0.1mm in
depth, which is small enough so that it is difficult to deter-
mine whether they arise from our technique, from the laser
scanning, or from inaccuracies in the casting. Visually, the
geometry acquired using the specular normal map Fig. 7(c)
appears to have the better surface detail compared to the
laser scan as shown in Fig. 7(d).

Fig. 10(a) and (d) show high-resolution geometry for a
face and a hand derived from structured light and specular

(a) Raw scan (b) Diffuse embossed

(c) Specular embossed (d) Laser scanned geometry
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(a) Raw scan
(b) Diffuse embossed
(c) Specular embossed
(d) Laser scanned geometry

(e) Plot of depth value

Figure 7: High-resolution geometry capture. (a) Shaded render-
ing of geometry recovered only using structured light. (b) Geometry
from (a) embossed with diffuse normals derived from linear polar-
ization in Fig. 5. (c) Geometry from (a) embossed with the specular
normal map in Fig. 5. (d) Validation rendering of high-resolution
(0.1mm) laser scanned geometry of a plaster cast of the orange. (e)
Plots of a slice through the surface structure of (a-d). The yellow ar-
rows indicate the locations of the beginning and the end of the plot
samples.

normal maps. Both of the models contain more than one
million vertices. Skin details, such as wrinkles, pores, and
palm prints, are well-preserved. We used these meshes, the
recovered specular and diffuse albedo maps, and manually
selected subsurface scattering and specular roughness pa-
rameters to generate the realistic renderings (Fig. 10(c) and
(f)), using the SSS rendering technique of [JB02].

5.3. Rendering with Hybrid Normal Maps
Fig. 8 shows that for translucent surfaces the three color
channels of the diffuse (subsurface) reflection and the inten-
sity channel of the specular reflection each produce differ-
ent estimates of the surface normals. Generally, the specular
normals derived from the surface reflection tend to be the
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Photo (Orange) Hybrid Map Rendering Photo (Skin) Hybrid Map Rendering

Normal Map Rendering Channel Normal Map Rendering

Red

Green

Blue

Specular

Figure 8: Normal map comparison for specular and diffuse color channels of an orange and human skin. In both cases, shorter-wavelength
illumination yields more surface normal detail. The blue channel of the orange is extremely dark leading to noisy blue normals. In both cases,
the specular channel contains the most surface detail.

best estimates of true surface orientation. The diffuse nor-
mals tend to be "bent" on a local scale due to the diffusion
of light within the material, producing a normal map that ap-
pears smoother than the true surface. The three diffuse nor-
mal maps for the RGB channels show this effect to varying
degrees due to the wavelength-dependence of the scattering
behavior of light within the material. For skin, the red chan-
nel normals exhibit the most smoothing, and the blue chan-
nel normals exhibit the least.

We can use these different normal estimates to visually
approximate some of the appearance of translucent materials
in a real-time rendering framework. We do this using hybrid
normal mapping wherein we shade the diffuse component
of each color channel using the diffuse normals recovered
from that channel, and similarly shade the specular com-
ponent using normals recovered from the specular channel.
This is easily accomplished using GPU multi-texturing. We
use the images taken under the full-on pattern as the diffuse
and specular albedo maps, and to create realistic renderings
we manually choose a specular roughness parameter based
on a reference image under point-source illumination.

Fig. 10(b) and (e) are rendered from a relatively low-
resolution model using hybrid normal mapping. The results
exhibit a locally translucent appearance for the face and hand
while revealing surface details in the specular highlights.
Fig. 10(g-i) show the difference between rendering with sep-
arately recovered surface normals for the diffuse red, green,
and blue components and simply using the diffuse normal
recovered from the green channel for all three color chan-
nels. Fig. 10(h) demonstrates the improved reproduction of
wavelength dependent translucency by using different nor-

mals maps for each color channel. Additional hybrid map
renderings shown at the top of Fig. 8 and in Fig. 1(c) can
be seen to closely match actual images of the subject under
point-source illumination.

5.4. Normal Map Acquisition for Highly Specular
Surfaces

The discrete lighting sphere used so far cannot estimate sur-
face normals for very shiny surfaces since most surface ori-
entations will reflect little or no light from the sources. To
apply our technique to a highly specular surface, we use
a continuous-field hemispherical lighting device similar to
that in [PHD06]. We use a 1m diameter hemisphere painted
with rough silver paint to reflect light from a source at one
focus onto a subject at the other focus as shown in Fig. 9(a).
To generate the gradient illumination patterns, we place a
5cm frosted spherical light bulb at the source focus, 10cm to
the right of center. We place a round occluder between the
light and the subject to prevent light from reaching the sub-
ject directly. We view the subject through a hole at the apex
of the hemisphere seen in the middle of Fig. 9(a).

With the bulb on, the dome reflects isotropic light onto the
subject from nearly the complete hemisphere, allowing us to
photograph the subject under uniform hemispherical illumi-
nation corresponding to pattern Pc. To generate the gradients
P′

x,P′
y,P′

z , we use a cap to cover the half of the light bulb
facing the −x, −y, and −z axes, respectively. Each position
generates a linear gradient of irradiance on the surface of
the dome since the visible proportion of the light bulb varies
with the cosine of the angle from which it is viewed, and
this cosine is equal to the x, y, or z coordinate of the corre-
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(a) (b)

(c) (d)

Figure 9: Acquiring normals for a highly specular surface. (a)
Reflective hemisphere to create continuous gradient illumination,
showing the viewing aperture, subject, and half-covered light bulb.
(b) Diagram of a half-covered light bulb producing gradient illumi-
nation. (c) Left, top, front, and full gradient illumination conditions
on a polished obsidian sculpture. (d) Computed normal map from
the specular reflection.

sponding gradient axis (see Fig. 9(b)). The dome reflects this
gradient pattern back onto the subject.

Fig. 9(c) shows a polished obsidian sculpture pho-
tographed in this manner under the four spherical lighting
conditions. Since the object’s diffuse component is black, the
preponderance of the reflected light is from specular reflec-
tion. By processing these images as described in the specu-
lar discussion of Sec. 3, we obtain the normal map shown in
Fig. 9(d). Since the specular reflections are sharp, the lack of
illumination from the opposite hemisphere affects only the
normals greater than 45◦ away from the camera. The recov-
ered normal map and its associated specular intensity map
is used to relight the sculpture under animated point-source
lighting in the accompanying video.

6. Future Work
Our results suggest a number of avenues for future work.
Currently, our technique does not allow for the estimation
of specular roughness; we instead choose the specular lobe
shape manually for our renderings. It is possible that using
higher-order gradients of illumination would allow the es-
timation of the specular lobe width at each surface point.
Alternatively, it could be fruitful to combine our approach
with that of [BMA] and reflectance sharing [ZERB], using
a few point-light directions (perhaps lit simultaneously) to
produce observable specular highlights across the surface.
These observations could be extrapolated across the entire
face, benefitting from the detailed specular surface normal
information that our approach records from the gradients.

We have so far only used the technique to record diffuse
normal maps for a live-action performance, since our cur-
rent setup does not support capturing both polarization states
at video frame rates. To acquire live specular normal maps
from linear or circular polarization, we could either use fer-
roelectric shutters to rapidly alternate between the two states,
or we could film the states simultaneously with two cameras
through a beam splitter.

7. Conclusion
We have presented a novel method for acquiring specular
and diffuse normal maps using a small number of gradient
illumination patterns. Due to the low number of patterns,
the method is suitable for real-time normal capture using
time-multiplexed illumination. We presented two polariza-
tion techniques for diffuse-specular separation under spher-
ical illumination, allowing high-resolution surface detail to
be recorded from the specular component of hybrid surfaces.
Using this we demonstrated a high-resolution scanning sys-
tem that uses these techniques in conjunction with structured
light to produce fast high-resolution scans of organic materi-
als. Finally, we demonstrated the use of different recovered
normal maps for shading the diffuse and specular compo-
nents to efficiently approximate some of the effects of sur-
face translucency.
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(a) High-res geometry (b) Real-time hybrid map rendering (c) Offline SSS rendering

(d) High-res geometry (e) Real-time hybrid map rendering (f) Offline SSS rendering

(g) Green normals only (h) Hybrid RGB normals (i) Difference between (h) and (g)

Figure 10: Additional Results. (a) High-resolution face geometry obtained by embossing a specular normal map onto a structured-light 3D
scan. (b) Real-time rendering of low-resolution face geometry with hybrid normal mapping for diffuse and specular reflectance, with a manually
chosen specular roughness. (c) Offline rendering using high-resolution geometry, estimated diffuse albedo and specular intensity, and global
illumination with subsurface scattering. (d) High-resolution hand model obtained by the same method of (a). (e) Real-time hybrid normal
rendering of the hand. (f) Offline rendering of the hand using high-resolution geometry and SSS scattering. (g) A detail from the orange in Fig.
1, rendered using just the green channel diffuse normal map to shade all three diffuse color channels. (h) Detail from Fig. 1(c), rendered using
independently recovered RGB normal maps to shade the RGB channels. (i) Difference image (at +2 stops) between (h) and (g), showing the
appearance of additional reddish light within the concavities when hybrid normal rendering is used.
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