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Abstract

In a series of screening interviews for psy-
chological distress, conducted separately
by a human interviewer and by an ani-
mated virtual character controlled by a hu-
man, participants talked substantially less
and produced twice as many filled pauses
when talking to the virtual character. This
contrasts with earlier findings, where peo-
ple were less disfluent when talking to
a computer dialogue system. The re-
sults suggest that the characteristics of
computer-directed speech vary depending
on the type of dialogue system used.

1 Introduction

As computer dialogue systems become more com-
monplace, it becomes more relevant to ask how
people’s interaction with dialogue systems differs
from interaction with other people. The answer,
of course, will vary with different dialogue sys-
tems. This paper presents a study of comparable
interview dialogues, where the interviewer is ei-
ther a real person or an animated computer char-
acter controlled by a person (“Wizard of Oz” set-
ting). Unlike earlier studies which showed that
people hesitate less when talking to a computer,
the present study shows that people hesitate more
and produce twice as many filled pauses when
talking to an animated conversational interviewer.

Existing studies show that qualitatively, human-
computer dialogue exhibits many similarities to
human-human dialogue. For example, an analysis
of interactions between visitors and Max, an ani-
mated computer agent responding to typed input at
the Heinz Nixdorf MuseumsForum in Paderborn,
Germany in 2004, showed that visitors treated
Max conversationally as a person, evidenced by
conventional strategies of beginning and ending

*Now at California State University Long Beach

artstein@ict.usc.edu

conversations and general cooperativeness (Kopp
et al., 2005). Children have been shown to ex-
hibit turn-taking behavior when interacting with a
virtual peer (Sam the CastleMate: Cassell, 2004),
and match their conversational style to that of a
virtual character (Cassell et al., 2009). In an exten-
sive literature review, Branigan et al. (2010) show
that people align their speech patterns with com-
puters at multiple levels of linguistic structure; this
work also shows that the extent of alignment varies
depending on whether the speaker thinks they are
talking to a computer or to a person (though in the
experiments cited, people were talking to comput-
ers in both belief conditions).

However, there are not many quantitative stud-
ies about the differences between comparable
human-human and human-computer dialogues.
Several early studies measured disfluencies in
computer-directed speech. Oviatt (1995) looked
at disfluencies in three corpora — a corpus of sim-
ulated human-computer interactions using speech
and writing to accomplish transactional tasks such
as paying bills or booking a rental car, a corpus
of task-oriented telephone conversations regarding
conference registration and travel arrangements,
and a corpus of face-to-face dialogues and mono-
logues giving instructions on how to assemble a
water pump. The disfluency rate was significantly
higher when talking to a person than when talk-
ing to a computer; within the computer-directed
speech, disfluencies occurred at a higher fre-
quency when the tasks were unconstrained rather
than structured. Oviatt (1996) found that in a
multimodal (speech + pen) map interaction task,
disfluency rates were similar to those found in
the computer-oriented speech from the previous
study. Shriberg (1996) compared the frequency
of disfluencies in three different corpora — a cor-
pus of simulated human-computer interactions of
air-travel planning, a corpus of real dialogues be-
tween travelers and travel agents, and the Switch-



Interviewer Let’s see, is there someone in your
life that’s been a really positive influence
for you?

Participant Uh yeah, my husband, yeah.

Interviewer Yeah.

Interviewer What kind of values did you take
away from him?

Participant Uh he’s always uh thinking ahead
and looks at the big picture and doesn’t uh
mull over trivial things so that’s something
that helped me.

Interviewer Mhm yeah, those are good traits
to have.

Participant Yeah, yes.

Interviewer Um how did you guys meet?

Ellie Who’s someone that’s been a positive in-
fluence in your life?

Participant Uh my father.

Ellie Can you tell me about that?

Participant Yeah, he is a uh

Participant He’s a very he’s a man of few
words

Participant And uh he’s very calm

Participant Slow to anger

Participant And um very warm very loving
man

Participant Responsible

Participant And uh he’s a gentleman has a
great sense of style and he’s a great cook.

Ellie Uh huh

Ellie What are you most proud of in your life?

Figure 1: Example dialogues: face-to-face (left) and Wizard-of-Oz (right)

board corpus of general-domain telephone conver-
sations. Here too, individuals were significantly
more disfluent when talking to a person than when
talking to a computer, producing more repetitions,
deletions, and filled pauses. All the above studies
found that the rate of disfluencies increased as the
utterance length increased.

Though the aforementioned studies examine in-
teractions between humans and computers, these
dialogues cannot be said to mirror a face-to-face
conversation. The computer partners are disem-
bodied, communicating only with voice or with
voice augmented by a graphical interface, and the
dialogues are task-oriented rather than conversa-
tional. It is therefore not possible to draw infer-
ences from these studies on how people will talk
to conversational, embodied computer dialogue
systems. Later studies used systems with more
conversational characteristics: In Oviatt (2000),
children aged 6-10 asked questions of computer
images of sea animals, with rudimentary anima-
tions (blinking eyes) and synthesized speech; here
too, the children were less disfluent when talking
to the computer characters than when playing a
20-question game with an adult. A more realis-
tic conversational agent was used in Black et al.
(2009), where children aged 4-7 talked to an ani-
mated agent which used a combination of recorded
and synthesized speech (Yildirim and Narayanan,
2009). In this study, children talking to the charac-
ter exhibited disfluencies in fewer turns than when

talking to an adult, though the effect was smaller
than in the previous studies cited.

Other than Black et al. (2009) we have not
found studies of comparable corpora of human-
human and human-computer interaction with em-
bodied conversational agents. The absence of
such corpora is somewhat surprising, given that
it has been known for several decades that peo-
ple talk differently to computers and humans
(e.g. Jonsson and Dahlbick, 1988), and since hu-
man role-playing is often a preliminary step
in developing conversational dialogue systems
(e.g. Traum et al., 2008, section 4.3). The present
study looks at a comparable corpus developed for
such a purpose — a set of human-human interviews
and character-human interviews in a Wizard-of-
Oz setup, both collected for the eventual devel-
opment of a fully automated conversational agent
that will act as an interviewer, screening people for
mental distress (see examples in Figure 1). In this
corpus it turns out that the rate of filled pauses is
higher when talking to a character than when talk-
ing to a person, suggesting that the previous results
are not a general property of computer-directed
speech, but rather specific to the type of dialogue
systems used in the studies. The increase in dis-
fluency when interviewed by an embodied conver-
sational agent, compared to prior research show-
ing a decrease in disfluencies when talking to dis-
embodied agents, is consistent with the results of
Sproull et al. (1996), who show that participants



take longer to respond and type fewer words when
interviewed by a talking face compared to a textual
interview.

The remainder of the paper describes the cor-
pus, the measures taken, and the differences found
between human-human and character-human con-
versations.  Our results show that patterns of
conversation with disembodied, task-oriented dia-
logue systems do not carry over to embodied con-
versational agents. More generally, it is not appro-
priate to talk about how people talk to computers
in general, because the way people talk varies with
the type of dialogue system they talk to.

2 Method

2.1 Materials

We used a corpus of interviews, designed to sim-
ulate screening interviews for psychological dis-
tress, collected as part of an effort to create a vir-
tual interviewer character. The interviews are of
two types (see examples in Figure 1).

Face-to-face interviews, where a participant talks
to a human interviewer situated in the same
room,; these are a subset of the interviews an-
alyzed by Scherer et al. (2013) for nonverbal
indicators of psychological distress.

Wizard-of-Oz interviews, where a participant
talks to an animated virtual interviewer con-
trolled by two human operators sitting in an
adjacent room; a subset of these interviews
were analyzed in DeVault et al. (2013) for
verbal indicators of psychological distress.

The face-to-face interviews were collected dur-
ing the summer of 2012. Participants were inter-
viewed at two sites: at the USC Institute for Cre-
ative Technologies in Los Angeles, California, and
at a US Vets site in the Los Angeles area. Partic-
ipants interviewed at ICT were recruited through
online ads posted on Craigslist.org; those inter-
viewed at the US Vets site were recruited on-site,
and were mostly veterans of the United States
armed forces. After completing a set of ques-
tionnaires alone on a computer, participants sat
in front of the interviewer for the duration of
the interview (Figure 2); only the participant and
interviewer were in the room. Interviews were
semi-structured, starting with neutral questions
designed to build rapport and make the participant

Figure 2: Face-to-face interview setup.

comfortable, progressing to more specific ques-
tions about symptoms and events related to de-
pression and PTSD (Post-Traumatic Stress Disor-
der), and ending with neutral questions intended
to reduce any distress incurred during the inter-
view. Participant and interviewer were recorded
with separate video cameras, depth sensors (Mi-
crosoft Kinect), and lapel microphones. For ad-
ditional details on the collection procedure, see
Scherer et al. (2013).

The Wizard-of-Oz interviews were collected in
three rounds during the fall and winter of 2012-
2013. All the participants were recruited through
online ads posted on Craigslist and interviewed
at the USC Institute for Creative Technologies.
As with the face-to-face interviews, participants
first completed a set of questionnaires on a com-
puter, and then sat in front of a computer screen
for an interview with the animated character, El-
lie (Figure 3). No person other than the par-
ticipant was in the room. The interviewer’s be-
havior was controlled by two wizards, one re-
sponsible for the non-verbal behaviors such as
head-nods and smiles, and the other responsible
for verbal utterances (the two wizards were the
same people who served as interviewers in the
face-to-face data collection). The character had
a fixed set of verbal utterances, pre-recorded by
an amateur actress (the wizard controlling ver-
bal behavior). The Wizard-of-Oz interviews were
semi-structured, following a progression similar
to the face-to-face interviews. Participants were
recorded with a video camera, Microsoft Kinect,
and a high-quality noise-canceling headset micro-



Figure 3: Ellie, the virtual interviewer.

phone.

There were small differences in protocol be-
tween the three rounds of the Wizard-of-Oz data
collection. In the first round, the introductory ex-
planation given to the participants did not explic-
itly clarify whether the interviewer character was
automated or controlled by a person; in the sub-
sequent rounds, each participant was randomly as-
signed to one of two framing conditions, present-
ing the character as either an autonomous com-
puter system or a system controlled by a person.
We did not find differences between the framing
conditions on the measures described below, so
the results reported in this paper do not look at
the framing condition variable. An additional dif-
ference between the three Wizard-of-Oz collection
rounds was the interview protocol, which became
stricter and more structured with each successive
round. Finally, with each round the character re-
ceived a few additional utterances and nonverbal
behaviors.

In both the face-to-face and Wizard-of-Oz con-
ditions, each participant completed a series of
questionnaires prior to the interview; these in-
cluded the PTSD Checklist — Civilian Version
(PCL-C) (Blanchard et al., 1996) and the Pa-
tient Health Questionnaire, depression module
(PHQ-9) (Kroenke and Spitzer, 2002). There are
strong correlations between the results of the two
questionnaires (Scherer et al., 2013, Figure 1),
so for the purpose of the analysis in this paper,
we collapse these into a single assessment of dis-
tress: participants who scored positive on either
of the questionnaires are considered distressed,

Condition Distressed Non-distressed
Face-to-face 34 40
Wizard-of-Oz 59 124

Table 1: Participants and conditions.

while those who scored negative on both are con-
sidered non-distressed. In the face-to-face condi-
tion, interviewers received the results of the ques-
tionnaires prior to the interview, whereas in the
Wizard-of-Oz condition, wizards were blind to the
participant’s distress condition.

Overall, our analysis considers the gross divi-
sion of the participant population into two inter-
view conditions (face-to-face and Wizard-of-Oz)
and two distress conditions (distressed and non-
distressed); see Table 1. We do not consider
differences between the Wizard-of-Oz collection
rounds or framing conditions, nor differences be-
tween the veteran and non-veteran populations or
the individual interviewers in the face-to-face in-
terviews. While it is known that demographic
factors affect language behavior, and in particu-
lar disfluency rates (Bortfeld et al., 2001), differ-
ences between the US Vets and general population
turned out non-significant on all the measures re-
ported below, with the exception of rate of plu-
ral pronouns which was marginally significant at
p = 0.03. Splitting the participant population into
smaller groups would make it more difficult to de-
tect the trends in the broad categories.

All the dialogues were segmented and tran-
scribed using the ELAN tool from the Max Planck
Institute for Psycholinguistics (Brugman and Rus-
sel, 2004),! and each transcription was reviewed
for accuracy by a senior transcriber. Utterances
were defined as continuous speech segments sur-
rounded by at least 300 milliseconds of silence.
For the face-to-face dialogues, both participant
and interviewer were transcribed; for the Wizard-
of-Oz dialogues only the participant was tran-
scribed manually, while the interviewer utterances
were recovered from the system logs.

2.2 Procedure

Several measures were extracted from the tran-
scriptions of the interviews using custom Perl
scripts.

Quantity measures: Total time of participant

Uhttp://tla.mpi.nl/tools/tla-tools/elan



speech; total number of participant words;
speaking rate; utterance length.

Disfluency measures: Filled pauses (uh, um,
mm) per thousand words; percentage of ut-
terances beginning with a filled pause.

Lexical items: First person singular (I, me, our)
and plural (we, us, our) pronouns; definite
(the) and indefinite (a, an) articles.

The above measures were calculated individually
for each participant; we then compared the mea-
sures according to the 2 X 2 setup (interview con-
dition and distress condition) described above for
Table 1. Most of the significant effects we found
are main effects of interview condition. Since the
values typically do not follow a normal distribu-
tion, we report these effects using Wilcoxon rank-
sum tests.

3 Results

3.1 Speech quantity

The face-to-face dialogues were substantially
longer than Wizard-of-Oz dialogues (Figure 4):
the median face-to-face dialogue participant ut-
tered 4432 words and spoke for 23 minutes, while
the median Wizard-of-Oz dialogue participant ut-
tered only 1297 words and spoke for only 7 min-
utes; the differences are highly significant (W =~
450, ny =74, n, = 183, p < .001). The difference
in speech quantity is likely due to several limita-
tions of the wizard system. With a fixed set of
utterances, the wizard runs out of things to say at
some point, whereas human interviewers can en-
gage the participants for much longer. Addition-
ally, the human interviewer can tailor the ques-
tions to the participant’s previous response, going
deeper into each discussion topic than is possible
for a wizard.

Not only did participants talk more in the face-
to-face condition, they also used longer utterances.
We calculated the mean number of words per ut-
terance for each speaker (Figure 5, left panel):
the median is 16 words per utterance in the face-
to-face dialogues and 8 in the Wizard-of-Oz dia-
logues (W = 1398, p < .001). One possible rea-
son for the difference is that speakers may be
aligning their utterances to match the length of
the interviewer’s utterance. Another possible rea-
son is the near-absence of verbal backchannels
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in the Wizard-of-Oz dialogues. The wizard sys-
tem did have verbal backchannels built in, but
it was discovered during preliminary testing that
participants tended to interpret these as an attempt
by the interviewer to take the floor, and would
subsequently stop speaking. As a consequence,
the wizards did not use verbal backchannels dur-
ing the main data collection, but only non-verbal
backchannels. The verbal backchannels given by
human interviewers in the face-to-face condition,
in particular their ability to give specific feedback
(Bavelas et al., 2000), may be a contributing factor
which encourages longer participant utterances.

Participants also held the floor longer in the
face-to-face condition, calculated as the propor-
tion of participant speech duration out of total
speech duration (Figure 5, right panel): median
77% of the total talking time, as compared to
75% in the Wizard-of-Oz condition; while the dif-
ference is not large, it is statistically significant
(W = 5261, p=0.009).2

There were also differences in speech quantity
between distressed and non-distressed individu-
als, but only in the face-to-face condition (inter-
action between interview and distress conditions
in a 2 x2 ANOVA: F(1,253) = 20 for partici-
pant words, F(1,253) = 15 for participant time,
p < .001 for both measures). The reason for this
difference is the interview protocol: in the face-
to-face dialogues, interviewers knew the partic-
ipants’ distress condition prior to the interview,
and the protocol for interviewing distressed par-
ticipants included more questions than for non-
distressed participants. In the Wizard-of-Oz con-
dition, wizards did not have access to the partici-
pants’ medical condition, so the protocol was the
same and there were no ensuing differences in di-
alogue length.

3.2 Filled pauses

Individuals in the Wizard-of-Oz condition pro-
duced filled pauses (uh, um, mm) at a rate al-
most twice that of individuals in the face-to-face
condition: median 46 per thousand words in the
wizard condition, 26 in the face-to-face condition
(W = 2556, p < .001, Figure 6). The rate of utter-
ances beginning with a filled pause was also sig-
nificantly greater in the Wizard-of-Oz condition
(median 19%) than in the face-to-face condition

2We excluded 3 Wizard-of-Oz dialogues from this test be-

cause errors in logging precluded the calculation of character
speech time.
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Figure 6: Filled pauses.

(median 9%; W = 2580, p < .001), possibly in-
dicating that participants hesitated more when re-
sponding to the virtual interviewer. These find-
ings are opposite to what is described in the lit-
erature, where people produce fewer disfluencies
when talking to a voice-only, task-oriented dia-
logue system (Oviatt, 1995; Shriberg, 1996).

Even more striking is the relation between filled
pause rate and utterance length. While previous
literature has reported that longer utterances have
higher rates of disfluency (Oviatt, 1995; Oviatt,
1996; Oviatt, 2000), our dialogues show the op-
posite: longer utterances have lower rates of filled
pauses (Figure 7). The drop is rather dramatic,
starting with the one-word utterances — 38% of
these in the Wizard-of-Oz dialogues and 19% in
the face-to-face dialogues consist of just a filled
pause. The difference between the observed pat-
tern and the one noted in previous literature is a
further indication that the current dialogues are of
a different nature than the ones investigated in the
prior work.

We did not find a significant difference be-
tween the filled pause rates of distressed and non-
distressed individuals. Working on a portion of the
same data (43 dialogues from the second round of
Wizard-of-Oz testing), DeVault et al. (2013) did
find a significant difference, whereby distressed
individuals produced fewer filled pauses per ut-
terance than non-distressed individuals. This dis-
crepancy is due to the fact that the current study
uses more data, and employs a different depen-
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dent measure of disfluency (filled pauses per 1000
words rather than filled pauses per utterance).
Measuring filled pauses per utterance on the full
set of Wizard-of-Oz data failed to find a significant
difference between distressed and non-distressed
individuals, nor was a significant difference found
when measuring filled pauses per 1000 words on
the 43-dialogue subset.

3.3 Lexical items

An increased use of first-person singular pronouns
has been linked to psychological distress in stud-
ies that compared the writing of suicidal and non-
suicidal poets (Stirman and Pennebaker, 2001) and
reflective essays by students (Rude et al., 2004);
we tested these variables in order to see if these
results carry over to dialogue. We did not find
differences between distressed and non-distressed
individuals or interactions between interview con-
dition and distress condition, but we did find dif-
ferences between the face-to-face and Wizard-of-
Oz dialogues: first person singular pronouns (I,
me, my) were used at a higher rate in the Wizard-
of-Oz condition (median 100 per thousand words
compared to 90 in the face-to-face condition, W =
4608, p < .001), whereas first-person plural pro-
nouns (we, us, our) were used at a higher rate in
the face-to-face condition (median 6 per thousand
words compared to 3 in the Wizard-of-Oz condi-
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tion, W = 4075, p < .001; see Figure 8). We do
not have an explanation for these differences, and
we cannot say whether they reflect a general differ-
ence between human-human and human-character
interactions, or if they are caused by specific prop-
erties of the experimental setup in the two condi-
tions. A sampling of the plural pronouns showed
that they are primarily exclusive, that is they refer
to the speaker and someone else but not the inter-
viewer.

Face-to-face And uh I hooked up with uh some-
body who runs this company uh at a party and
uh we started talking and uh he offered me
the job.

Wizard-of-Oz I have a stepfather and a half-
brother we get along okay but we’re not very
close.

Other uses of we were generic.

Face-to-face AndI'm a passionate believer in our
trying to get our country going straight. I
think we’re we’re going the wrong way and
I don’t know there’s any way to stop it.

Wizard-of-Oz That’s one of the things that took
me a number of years to master though were
my relaxation skills, I think that’s a key thing
and I think as we mature, as we learn how to
do that, I wish I'd learned how to do that.

However, at least one participant referred to the
virtual interviewer Ellie with an inclusive we:
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Wizard-of-Oz Well, in the last few minutes since
we started talking about depressing stuff, I
starting to feel a little more down.

We also found a difference in the use of arti-
cles between the face-to-face and Wizard-of-Oz
conditions: face-to-face dialogues contained more
definite articles than Wizard-of-Oz dialogues (me-
dians 24 and 22 per thousand words, W = 5481,
p = .02), whereas the opposite is true for indefinite
articles (medians 22 and 26 per thousand words,
W =4263, p < .001; Figure 9).

4 Discussion

Two main findings emerge from the present study.
One is that human interviewers are able to en-
gage participants in much longer conversations
than Wizard-of-Oz characters. This is not surpris-
ing, given that the animated character has only a
fixed number of utterances. Even in the short dia-
logue samples in Figure 1 above we can see how
the human interviewer can tailor follow-up utter-
ances to the participant’s contributions, while the
wizard-controlled character can only use generic
follow-ups and has to move on when these are ex-
hausted.

The second finding is that participants produce
more filled pauses when talking to the animated
interviewer than when talking to a human inter-
viewer. This finding is important because it is
the opposite of earlier results about computer-
directed speech. Of course, the earlier results are

from a very different kind of dialogue system —
a disembodied, task-oriented dialogue interface
as opposed to an animated conversational charac-
ter. Nevertheless, these results have been taken
to apply to computer-directed speech in general
(e.g. Corley and Stewart, 2008, page 591: “Speak-
ers tend to be more disfluent overall when ad-
dressing other humans than when addressing ma-
chines,” making reference to Oviatt, 1995). The
present study shows that the results from disem-
bodied task-oriented systems do not carry over to
conversational dialogue systems, and more gener-
ally that computer-directed speech is not a unitary
phenomenon, but that it varies depending on the
computer system that the speech is directed to.

As mentioned in section 2.1, the face-to-face
and Wizard-of-Oz dialogues were collected with
the eventual goal of creating a fully automated
character capable of interviewing people about
mental distress. Experiments with an automated
prototype are currently underway, and we hope
to have access to dialogues between people and
a fully automated character soon. Having a cor-
pus with three types of comparable interview dia-
logue — human, human-controlled, and automated
interviewers — will hopefully shed additional light
on the question of the characteristics of computer-
directed speech.
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