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Abstract—The Immersive Naval Officer Training System 
(INOTS) is a blended learning environment that merges 
traditional classroom instruction with a mixed reality 
training setting. INOTS supports the instruction, practice 
and assessment of interpersonal communication skills. The 
goal of INOTS is to provide a consistent training experience 
to supplement interpersonal skills instruction for Naval 
officer candidates without sacrificing trainee throughput and 
instructor control. We developed an instructional design 
from cognitive task analysis interviews with experts to serve 
as a framework for system development. We also leveraged 
commercial student response technology and research 
technologies including natural language recognition, virtual 
humans, realistic graphics, intelligent tutoring and 
automated instructor support tools. In this paper, we 
describe our methodologies for developing a blended 
learning environment, and our challenges adding mixed 
reality and virtual human technologies to a traditional 
classroom to support interpersonal skills training.1 2 
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successful leaders, they are often learned on the job. There 
are several challenges to providing novices with 
interpersonal communication skills training before reaching 
their first job assignment. 

Communication skills training is most effective when it is 
goal-based, and when the training explicitly defines the 
strategies for reaching the goal and the communication 
skills for supporting the strategies [1]. Major challenges for 
communication skills training, however, are a failure to 
clearly define the communication skills and a failure to 
provide a framework to organize communication strategies 
and skills being trained [1]. Additionally, role-play practice 
with feedback has been shown to have the greatest effect on 
performance scores [2, 3]. Yet role-play sessions, especially 
with novices, will be inconsistent, and may not present 
opportunities for practicing all of the target skills. Finally, 
feedback following role-play sessions will also be 
inconsistent without an organizational framework that 
indentifies the appropriate skills and strategies required to 
reach a successful outcome.    
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1. INTRODUCTION 

The Problem 

Interpersonal communication skills are critical to effective 
leadership in the United States Navy. Leaders employ 
effective communication strategies to reach mutual 
understanding, clearly relay performance expectations, and 
to help resolve personal and performance issues. Honing 
interpersonal communication expertise requires practice, 
and although these skills have been identified as vital for 

1  978-1-4244-7351-9/11/$26.00 ©2011 IEEE. 
2 IEEEAC paper #1321, Version 2, Updated October 26, 2010 

The specific problem identified for new Naval officers was 
that they were not prepared to face difficult personal and 
professional issues from their subordinates. What is needed 
for Naval officer communication skills training is a 
framework for learning the strategies and skills to help a 
subordinate solve a personal or performance problem. To 
practice applying the skills and strategies, they need a 
controlled role-play environment designed specifically to 
allow the trainees to demonstrate they have acquired the 
strategies and skills. In order to support feedback following 
the practice session, trainees must have a clear 
understanding of the criteria with which to assess their 
peers. Naval instructors must also be provided with tools to 
objectively assess interpersonal communication skills 
during a role-play session for an entire classroom. 

Our solution to the challenges inherent to traditional role-
play practice is to replace the live novice role player with a 
virtual human subordinate. The virtual human’s behavior 
and dialog are tailored to provide the cues that indicate to 

1 
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trainees when to apply specific strategies and skills. The 
simulation role-play is integrated with class instruction in a 
blended environment, allowing the entire class to participate 
in a single role-play, stimulating discussion and peer-to-peer 
evaluation, and allowing the instructor to assess class 
performance in real time. 

The University of Southern California (USC) Institute for 
Creative Technologies (ICT) developed the Immersive 
Naval Officer Training System (INOTS) in order to address 
the training challenges previously described. INOTS offers 
an environment for officer candidates to practice resolving 
realistic personal or performance issues using interpersonal 
skills embedded in authentic dialog. The practice takes place 
in a mixed reality setting where a single trainee playing the 
role of an officer participates in a one-on-one interaction 
with a virtual human subordinate. The virtual human 
responds with appropriate dialog and gestures. Using a 
virtual human role player, we ensure a consistent interaction 
experience because the virtual human behavior and dialog is 
designed to trigger the human role player’s application of 
the appropriate interpersonal communication strategies and 
skills. The strategies and skills are represented by the human 
role player dialog choices and delivered through a 
conversation between the human and virtual human. The 
secondary interaction area is the classroom, where a class of 
trainees observes the primary interaction and takes part in 
the practice via the use of Audience Response System 
(ARS) input, or “clickers.” The clickers allow trainees to 
follow the experience and make their own choices. Linking 
the classroom experience with the individual practice 
session encourages class participation, tracks individual and 
group performance in real time, and guides the instructor 
through this interpersonal communication skills training 
session. 

The following sections outline the approach to developing 
the INOTS blended learning environment. First, we define 
the interpersonal skills domain and the instructional design 
elements that drive training and system development. In the 
second section, we describe the integrated system design 
including how we developed authentic branching dialog, 
managed the spoken interactions between the virtual human 
and human, modeled the virtual human, tracked student 
performance during the experience, and created automated 
instructor support tools to organize the experience. 

2. THE INTERPERSONAL SKILLS DOMAIN 

We employed several methods to gain an understanding of 
the training challenges associated with the interpersonal 
skills domain. First, we reviewed the existing curriculum for 
a Navy officer leadership course and surveyed literature 
relevant to leadership and interpersonal communication 
skills. Then, we conducted cognitive task analysis (CTA) to 
generate the instructional design. The instructional design 
includes the framework for clearly defining the 
communication skills and organizing the communication 
strategies and skills being trained. This framework also 

supports system development. Cognitive task analysis is an 
overarching term to describe any number of information 
gathering and interview strategies to capture expert 
decision-making and cognitive processes [4, 5]. CTA 
methods also elicit and represent the underlying expert 
knowledge and skills that inform training programs and 
system design [6]. 

Leadership and Interpersonal Skills 

Preliminary research and anecdotal evidence suggested that 
newly commissioned officers were not prepared to face 
difficult personal and professional issues from their 
subordinates. While interpersonal leadership skills training 
is a domain covered by the Navy’s leadership course 
curriculum, sufficient practice of these skills is determined 
by the exercises used by each instructor and the skill and 
motivation of each trainee who acts as a role player. Practice 
exercises do not focus on the process of applying 
interpersonal leadership skills in communication to 
successfully achieve a desired result (e.g., motivating a 
subordinate to improve performance or guiding a 
subordinate through a personal issue). A survey of relevant 
research provided strong support for the role of 
interpersonal communication skills in team leadership. 
Leaders with strong interpersonal skills maximize 
performance and subordinate motivation [7, 8]. The 
interpersonal skills necessary for effective leaders include 
communication that is behavior-oriented, not person-
oriented, corresponding verbal and nonverbal messages 
(maintaining eye contact, leaning in toward the speaker, 
maintaining a neutral posture and neutral facial expression), 
positive feedback towards the individual, and active 
listening (listening closely to the speaker without 
interruption, summarizing what the speaker has said, and 
asking the speaker to confirm understanding) [9, 10]. Once 
we identified these skills, we needed a process for 
determining how Navy expert leaders use these skills to help 
solve performance or personal issues with subordinates. 

CTA to Support Instructional Design 

We employed comprehensive CTA interviews to develop a 
step-by-step approach for resolving personal and 
performance issues using interpersonal skill strategies. The 
CTAs were conducted using the Concepts, Processes and 
Principles (CPP) [4] CTA method and Critical Decision 
Method (CDM) [11]. We asked expert Navy officers to 
describe the cues for recognizing when a subordinate had a 
performance or personal problem, what strategies they used 
to address the problem, what courses of action they pursued 
to solve the problem, what alternatives they could have 
chosen to solve the problem, and what variables in the 
situation would have caused them to make a different 
decision or take alternative actions. 

Once the CTAs were conducted, we cross-referenced that 
information with the Navy’s officer leadership curriculum 
and relevant literature in order to identify the INOTS 
training goal, supporting learning objectives, 
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communication strategies and skills, and cues for initiating 
and applying the strategies and skills. 

We developed an acronym for the strategies: ICARE. The 
strategies are: Initiate conversation, Check for causes, Ask 
questions, Respond with course of action, Evaluate by 
following up. The ICARE acronym is designed to help 
candidates remember the strategies and the order in which 
the strategies should be performed (e.g. one should not 
respond, or provide a course of action, before determining 
the causes of the problem). Under each strategy are 
communication skills, or specific observable actions, to 
achieve each step. It is not as crucial for these actions to be 
performed in order. For example, under the strategy 
“Initiate” are skills associated with communicating 
performance expectations. The rule of thumb during this 
step is to focus on performance feedback that bridges gaps 
between behavior and the desired goal. There is flexibility, 
however, regarding when to describe the target behavior 
versus when to explain how the subordinate’s behavior 
impacts the individual, the team and the mission. The 
context of the conversation may determine which action is 
more appropriate.  

The foundational skills referenced in a majority of the 
interviews were active listening and non-verbal 
communication. Active listening and appropriate non verbal 
communication are essential to understanding and applying 
the ICARE strategies and skills which are the foundation of 
the INOTS system. This information is integrated into the 
instructional design blueprint which provides instructor 
support materials in addition to driving system design. 

3. INTEGRATED SYSTEM DESIGN 

The INOTS system is developed to support instructional 
design objectives while integrating emerging ICT and 
commercial educational technologies, in order to provide an 
engaging and educational user experience for instructors and 
trainees. The INOTS software design functionality includes 
direct interaction in ordinary speech with a virtual human, 
who responds with speech and body gestures. The mixed 
reality environment represents a workspace setting and life-
sized virtual human that are both rear-projected onto a 
screen. In the first section, we discuss the conversation 
manager of this virtual human, how it decides what to say 
next in the conversation. We then describe the visualization 
of character, how it was brought to life on screen.  The third 
section deals with the understanding of the spoken language 
of the learner in the mixed reality environment.  Last, we 

describe the intelligent tutoring technology, which tracks the 
trainee in the mixed reality environment as well as trainees 
in the classroom who are participating along in the scenario 
using clicker technology.  This automated instructor support 
facilitates monitoring of the exercise and conducting an 
After Action Review through a component called the 
Instructor Control Panel which, among other capabilities, 
allows visualization of performance through graphs as well 
as video replay.  The goal of these sections is to provide a 
high-level overview of the authoring processes and 
corresponding system functionalities.  Each of these major 
functionalities corresponds to one or more software 
components that run independently and communicate via 
messages but we omit the specific implementation details 
here. 

Conversational Resources and Management 

There are a number of standard approaches to implementing 
a virtual human that interacts through speech with humans. 
One requirement here was that the virtual human’s 
responses reflected the conversational context.  Unlike some 
approaches where only what was last said is considered, this 
virtual human had to be a realistic simulation of a 
subordinate with a personal/performance problem.  Thus, 
emotions should build over time and the problem should be 
dealt with a piece at a time rather than being solved with a 
single response.  Another requirement was authoring by 
novices meaning that non-computer scientists could 
understand the logic used by the virtual human to decide 
upon its response and use this understanding to create the 
necessary conversational resources for the character.  

To meet these requirements we chose to use a branching 
narrative as the central representation of our conversation 
manager. The logic of the branching narrative is simple to 
understand; each utterance by the virtual human constitutes a 
decision point with a fixed number of possible responses by 
the human.  Each response is linked to another decision point 
in the narrative representing the virtual human’s reaction and 
the next set of possible utterances for the human.  In the 
conclusions section, we address the drawbacks of the 
approach: learners are not formulating responses to the virtual 
human spontaneously and instead are reading from a menu of 
permitted responses. Here, we note the features of the 
approach. It allows novice authors to write responses as 
English text and know exactly what could have been said 
before the response.  This allows the psychologists that 
conducted the CTA to be directly involved with the 
authoring, and allows the full conversational context to be 
used in crafting the responses. 
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Figure 1—INOTS Interaction Timeline. 

The authoring process started with the creation of a linear 
script guided by the instructional design that represented the 
best possible course of action for resolving the virtual 
human’s performance/personal issue. This linear script was 
loaded into an open source tool [12], which allowed the 
authoring of non-optimal responses and the creation of 
alternative story lines and branches for these choices.  To 
keep the process manageable we would recombine branches 
of this tree or create a bad ending for a branch with several 
non-optimal choices.  As described in the Automated 
Instructor Support section, choices in the narrative were 
linked to the skills identified in the CTA as part of the 
authoring process. Once the branching narrative was 
complete it was translated into a format understandable by 
our conversation manager.  When the virtual human 
software is running, this software module keeps track of the 
made by the learner in the mixed reality environment. 

System Architecture Overview 

We refer to the conversation manager described in the 
previous section as BiLAT since it is a version of the 
bilateral negotiation training system described in [13]. 
BiLAT is the center of the INOTS architecture and handles 
all communications with other components in the system 
and maintains the conversational state. At each node in the 
branching narrative, BiLAT broadcasts the state or domain 
to all other modules in the system. It also triggers the virtual 
human to speak the next statement (also known as a 
challenge) in the narrative. After the virtual human speaks, 
the system displays several possible responses for the 

student to choose. The underlying messaging architecture 
utilizes an open source messaging broker, [14] which 
multicasts all system messages. This allows each 
component to be aware of all relevant messages. 

BiLAT receives the speech recognizer output from the 
Acquire Speech module described in the Audio Acquisition 
section. BiLAT then sends this raw data to the classifier 
described in the Interpretation section. Once the classifier 
identifies the most likely answer, it broadcasts this classified 
response back to BiLAT. BiLAT then advances to the next 
appropriate node in the dialogue tree. 

During this interaction, the instructor control panel (ICP) 
sends a request to the Classroom Information and Prompts 
Screen (CIPS) classroom display system to present the 
response choices in the classroom. The ICP communicates 
with the wireless clicker system and collects classroom 
responses tracking each trainee’s response. The ICP 
analyzes each response for accuracy and updates  its real-
time metric displays as described in the section Automated 
Instructor Support.  Figure 1 summarizes the steps described 
above.  Additionally, the intelligent tutor component 
generates a suggested customized discussion plan for the 
AAR. During the entire experience, the ICP collects video 
feed of the trainee and virtual human for live display during 
the interaction and for replay during AAR. Figure 2 is a 
component diagram showing the components introduced 
here and discussed in detail in the following sections. 
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Figure 2—INOTS Technical Diagram. 

Character Visualization and Animation 

For the virtual human character to be an effective aid in 
exploring interpersonal issues, it is important that the 
character expresses emotion not just through dialogue, but 
also through facial expressions and body language. In 
addition, the character needs to be situated in a realistic 
context. These aspects are explored in the following 
sections. 

Face—Visualization and animation of a realistic, expressive 
face remains one of the most significant challenges in 
character animation. To confront this challenge, we 
constructed our character’s face model from extensive 
measurements of a real face. Our overall approach was 
based on [15], with significant modifications to meet the 
constraints of a real-time, interactive simulation 

The face measurement process involved photographing the 
subject under a set of illumination patterns projected by a 
sphere of 160 LED lights, as described in [16]. This set of 
photographs, taken through a pair of digital SLR cameras, 
was then aligned to compensate for movement of the live 
subject, using techniques from [17]. The images were then 
used to compute several channels of information about how 
the face reflects light, including the overall shape, the color 
texture, and fine variations in surface orientation arising 
from details such as wrinkles and skin pores. Given the level 

Figure 3—INOTS Virtual Human facial model. 

of detail encoded in these data, it is then possible to use the 
data to generate realistic images of the measured face, under 
arbitrary lighting and viewpoint. In our simulation, this 
operation is performed in real-time on modern graphics 
hardware, using a custom shader, as described in [18]. 

In order to achieve a face model that could be animated, we 
repeated the measurement process for a variety of facial 
poses, so that we could recover information on how the face 
deforms into each pose, similar to [15]. We computed rough 
correspondences between neutral and non-neutral scans 
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using optical flow [19] on the scan data. We used the rough 
correspondence information to produce an initial estimate of 
how the neutral mesh should deform into each target pose, 
which we then refined through manual artistic manipulation. 
The preliminary results can be seen in Figure 3. 

Body—The body model consists of an artist-created outer 
mesh that is driven by an articulated skeleton. This skeleton 
is manipulated by SmartBody, an in-house developed 
procedural animation system [20]. SmartBody controls the 
character, based on behavioral messages defined in the 
Behavior Markup Language (BML) as part of the SAIBA 
framework [21]. The requested BML behaviors are 
converted to a schedule of real-time animation controllers 
and timed system messages. For every animation frame, the 
animation controllers are run, resulting in a new posture for 
the character skeleton, sent to the renderer via a combined 
TCP/UDP protocol. For INOTS, these BML behaviors were 
hand-authored for each utterance, in order to have complete 
control over the virtual human character’s body language (in 
order to capture precise nonverbal communication, as 
warranted by the instructional design). The animations 
themselves are individual, key-framed animations, created 
by in-house artists, which are connected together in real-
time by SmartBody. Rather than make full animations for 
each of Cabrillo’s responses, this allows us to create a suite 
of ‘building-block animations’ that can be reused in many 
different situations in novel combinations to create unique 
full body behaviors. 

Environment—The INOTS instructional design required that 
the interaction with the virtual human take place in a 
superior’s office – ostensibly that of an officer being 
“played” by one of the trainees. This office is modeled on 
reference pictures and provides an appropriate, realistic, yet 
non-specific, context for the classroom training sessions. 

Leveraging previous ICT work creating immersive 
environments, we developed a mixed reality environment 
for the INOTS project. The INOTS mixed reality space 
includes physical props such as an officer’s desk, chair, 
computer screen and telephone. The digital environment 
includes the virtual human character sitting in a chair 
opposite the physical desk, and a virtual background of the 
office including a virtual file cabinet. 

Natural Language Interaction 

Interaction with the INOTS character is accomplished using 
conventional speech. The character communicates using 
pre-recorded audio clips which are animated off-line (see 
the Character Visualization and Animation section), and the 
dialogue itself follows a scripted branching dialogue, 
managed by the conversation manager (see the 
Conversational Resources and Management section). The 
Natural Language components described in the following 
sections are the ones used to interpret speech input from the 
user; they include audio acquisition, speech recognition and 
interpretation. 

Audio Acquisition 

The user talks to the virtual human through a microphone 
that feeds directly into the computer, using a mouse as a 
press-to-talk device. A custom-built speech acquisition 
client interprets press and release of the mouse at the 
beginning and end of user speech, and sends the audio 
stream to the speech recognizer when the button is pressed. 
The client retains a 500 millisecond buffer before and after 
button press and release to allow for a small margin of error 
in the user's operation of the mouse. The client also handles 
the communication between the speech recognizer and the 
rest of the system, receiving speech recognizer output and 
sending it to the conversation manager over the messaging 
system. 

Speech Recognition 

We use PocketSphinx [22] as our speech recognition engine. 
PocketSphinx receives user audio from the acquisition client 
and returns the most likely string of words. The search space 
is constrained by acoustic and language models, which 
represent expected probability distributions of sounds and 
words, respectively. At present we use the default acoustic 
models that come with PocketSphinx; as the system 
approaches deployment, we will adapt these models with 
recordings from the field. Language models are trained from 
the data in the user prompts stored in the conversation 
manager (Conversational Resources and Management 
section), with additional paraphrases entered manually. As 
we collect more user utterances, these are added to the 
training data in order to make speech recognition more 
accurate. 

Since the expected utterances are different for each state of 
the conversation manager, the language models can be state-
specific, so as to recognize only utterances appropriate to 
the conversation state. However, our experiments so far 
show that a single language model works better than 
individual, state-specific models. There is likely too little 
training data for each state, so the state-specific language 
models are too small, causing the recognizer to run out of 
hypotheses very quickly. We will revisit the idea of state-
specific recognition when we have collected more training 
data. 

Interpretation 

Each user utterance is interpreted as one of the three options 
presented to the user at the current conversation state. This 
functionality is carried by NPCEditor, a statistical natural 
language classification tool [23]. The classifier learns a 
mapping between sample input-output pairs; for each new 
input the classifier uses the learned mapping to compute a 
language model of the hypothesized output, and selects the 
closest available output to the hypothesized language model. 
Each conversation state constitutes a separate instance of 
classifier training data, with the output being the three 
possible user options; the input for training are the same 
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manual paraphrases used for training the language model for 
speech recognition. 

For a given speech input, NPCEditor generally returns the 
best fitting meaning output. It also has the capability to 
indicate that the best output is not a good fit, signaling that 
the utterance is un-interpretable and leaving it to the 
conversation manager to decide how to handle it (a typical 
action in this case would be for the character to repeat his 
previous statement).  

Making this option available generally has the effect of 
reducing misunderstandings—that is, utterances that are 
interpreted incorrectly—at the cost of increasing non-
understandings—that is, utterances that receive no 
interpretation, even if a forced interpretation would have 
turned out correct. In our testing so far, we found that 
classification is generally very reliable, so we opted to force 
an interpretation on every utterance, accepting an increase in 
misinterpretations for the benefit of eliminating non-
interpretations. This decision may change if classifier 
performance on field data turns out to be substantially 
different than in the lab. 

Automated Instructor Support 

We are using intelligent tutoring system technology to assist 
instructors in the context of the unique challenges of 
conversation simulation and the large volumes of data 
generated by having learners participate via ARS, or 
“clickers.” In the first section, we discuss assessing actions 
in the simulated conversation through expert modeling. 
Unlike a simulation of a physical process (e.g., flying an 
airplane) it may not be obvious to instructors how choices in 
the simulation link to the instructional material. The second 
section describes the INOTS instructor control panel, which 
facilitates an instructor reviewing records of learner actions 
and their assessments, and using this data to conduct an 
After Action Review. 

Expert Modeling for Scripted Characters 

In typical simulation-based training, the results of the 
learner actions on the simulation are used to judge the 
correctness of their actions. When conversations, rather than 
physics are being simulated, it becomes more difficult to 
judge correctness. The conversation partner may simulate 
being upset and emotional and thus correct answers will not 
always result in positive reactions. It is also the case that the 
conversation partner may not provide clues why actions are 
correct or incorrect since doing so could break character. 
Thus, it is crucial to be able to link learner actions in the 
simulated conversation to the instructional design. 

Specifically in the case of INOTS, the goal is to link 
concrete communication skills (actions) to the strategies or 
steps that an expert leader would use to solve certain types 
of interpersonal problems. Each strategy is composed of 
actions and decision steps which may be further 
decomposed into additional actions and decision steps 

reflecting how a complex task breaks down into simpler 
ones, or a complex rule has exceptions. Table 1 shows some 
of the actions and decision steps of the procedure “Initiate 
Conversation (when dealing with a performance problem”). 
The rule of thumb during this step is to focus on 
performance feedback that bridges gaps between behavior 
and the desired goal. There is flexibility, however, regarding 
when to apply each action. 

Table 1—Actions & Decision Steps. 

STRATEGY Initiate Conversation: State performance 
issue. 

SHORT 
NAME 

State performance issue. 

ACTIONS 
AND  

DECISION 
STEPS 

State the performance problem focusing 
on behavior affecting performance. 

Ask if the person is aware of the 
problem. 

If the person is not aware of the problem, 
re-state performance problem and use 
active listening. 

If the person is aware of the problem, 
describe target behavior to eliminate the 
performance problem. 

The scripted dialogue of the virtual human and the possible 
responses for those playing the officer were designed to 
allow practice of these procedures. In addition to 
opportunities to correctly follow the procedures, the 
scenario developers had to create plausible alternatives such 
that learners who had not mastered the procedures would be 
tempted to select these choices. The goal is to link these 
correct responses and the alternatives to actions and 
decision steps of the procedures to be taught. Positive links 
indicate the response embodies an action or decision step 
performed correctly and in the appropriate context. Negative 
links either classify the type of error made, or indicate an 
action or decision step that should have been performed but 
was not. 

Table 2—shows a decision point from a draft scenario. The 
decision occurs after the dialogue with the officer candidate 
has already begun and the first row contains the virtual 
human’s reaction to a previous utterance by the officer. 
Rows two through four are possible responses the learner 
chooses from. Row two is a correct response and has 
positive links to two actions in the Active Listening 
procedure: summarizing what the other person is saying and 
asking for confirmation. Row three reflects an incorrect 
answer, because in no way does it match the procedure’s 
description of how to deal with such an issue. It is labeled 
with a negative link to the correct action, summarize.  Row  
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four is a mixed response and illustrates that the procedures 
do not dictate a unique solution to every situation. 

Table 2. Example of a decision point. 

Virtual Human Potential Learner Response 

Yes, Sir, but I can’t 
focus.  That’s why I 
need to get off the ship. 

Are you saying that being 
underway is what’s hurting 
your performance? 

You can do this, GM2.  It just 
takes some discipline. 
If you focus on work, we might 
run the chit.  Okay? 

Here, the officer is reminding the virtual human of the 
performance problem; he is distracted and performing 
poorly. This is a reasonable response and is positively 
linked to the action, confirm performance expectations. 
However, the officer is also saying he/she may put in a 
request for shore leave for the character. This is not the best 
response because the officer has not diagnosed the 
underlying cause of the problem, and will either lose a good 
sailor unnecessarily or fail to solve the problem if the shore 
leave request is denied. As noted in table 1, one  action in 
the strategy, state performance issue, is to identify the target 
behavior you want your subordinate to achieve. Here, the 
officer is identifying the wrong target behavior (shore leave) 
and thus we make a negative link to this action. The 
combination of both positive and negative links mean this 
response is mixed and neither totally correct nor totally 
incorrect. 

Although the primary purpose of the linking process is 
supporting the intelligent tutoring system (here embodied as 
the instructor control panel), it is also a useful cross-check 
for the authoring process. Authoring such scenarios is a 
delicate balance between holding learner interest, creating 
realistic dialogue and plausible conversational options, and 
enabling practice of the procedures to be taught. The links 
can be used to check whether learners are being given ample 
opportunities to choose the different actions and decision 
steps of the procedures. It also allows the instructional 
designers to control factors such as: should multiple correct 
answers be allowed, should there be a continuum of answers 
(e.g., good, so-so, bad), and should there be decisions with 
no completely correct response. 

Although we also used this linking process in the BiLAT 
training system [13], there are a number of interesting 
differences. One difference is that the domain of BiLAT, 
negotiation in an Iraqi cultural setting, contains non-
procedural aspects such as small-talk and avoiding cultural 
taboos. To address these non-procedural aspects, BiLAT 

implements a conversation simulation by providing a 
relatively large set of conversational options (30-60 on 
average) from which a learner can choose their next 
conversational move during the dialogue parts of the 
scenario.  By necessity most of these options are fairly 
generic (e.g., “flatter host”) and do not get into the details of 
what would actually be said in the conversation. INOTS 
takes a slightly different approach where each step of the 
conversation has a limited set of choices, but the choices are 
highly contextual and contain the exact words that the 
learner is choosing to say. Because these choices and the 
virtual human character’s response are scripted in advance, 
the positive and negative links to the procedures are all that 
is needed to assess the learner’s choices. A choice with all 
positive links will be deemed correct; all negative links 
mean incorrect, and a combination of positive and negative 
links means the choice is mixed. 

Instructor Control Panel 

After a learner interacts with the life-sized virtual human in 
the mixed reality environment, and the class votes on their 
preferred choices at each decision step, there is a large 
quantity of data for an instructor to consider and potentially 
use during an After Action Review (AAR). The instructor 
control panel (ICP), is the instructor’s interface for 
accessing this data, and the key design consideration was to 
avoid overloading the instructor while still allowing them to 
explore the data. In this section, we describe the main 
features of the ICP. The application is broken into sub-
windows corresponding to different views of the data. 

Instructors can focus on views of interest to them, and 
additional data can be accessed by interacting with the sub-
windows. Once we are able to observe the system in use we 
will be able to evaluate how much the individual sub-
windows are used as well as whether we achieved the goal 
of a simple interface that allows browsing the full set of 
data. 

Figure 4 shows a mock-up of the instructor control panel 
and its five sub-windows. In the upper left quadrant is the 
video window. This split screen allows the instructor to 
view the interaction between the virtual human (left) and 
learner (right) as well as show selected aspects of the 
interaction during the AAR. Underneath the video window 
is the narrative window, which contains a textual transcript 
of the interaction as well as a graph allowing the instructor 
to explore what other options the learner interacting with the 
virtual human character could have chosen. 

On the lower right quadrant is a seating map window, and a 
graph window. The colors on these displays follow the 
convention of green=correct, red=incorrect, and 
yellow=mixed. For example, the pie chart shows the 
proportion of learners in the classroom selecting each of the 
three possible choices with each choice colored according to 
its correctness.  

8 



The line chart shows the aggregate performance of the class 
over time (i.e., how many correct, incorrect and mixed 
options they have selected). These charts can be switched 
out at the push of a button, and we are also planning to have 
a chart of aggregate performance organized by procedure. 
The seating map displays the aggregate performance for 
individual learners with seats getting more red as errors are 
made and moving through the spectrum towards green as 
choices with positive links are made. 

on these monitors. During the AAR, the instructor can 
decide what data to present on the monitors. 

One design principle underlying the ICP was linking the 
sub-windows to enable intuitive browsing of the data. For 
example, instructors are not required to use the video player 
controls to reach a particular decision point. Instead they 
could find the decision point in the transcript and click there 
to move the video to the proper location. The instructor 
could also click on a decision point in the graph window in 

 

 

  
 

  

  
 

 
  

  
 
 

  
  

 
 

 
 

  
 

 
  

   

  

  

 

 
  

 
  

 
 
 

 

 Figure 4—Instructor control panel with quadrants visualizing runtime data. 

The upper right quadrant contains a sub-window that houses 
the actual controls of the control panel. During the AAR, as 
shown in Figure 4, it is also used to display suggested topics 
for the AAR in the form of a list of the noteworthy choices 
made. For each of these choices, links to the relevant 
procedures are listed, and documentation of the relevant 
procedures are provided. Empirical evaluation will be 
needed to determine how best to narrow down the list of 
decisions made in the scenario to the most important. We 
currently plan to consider correctness of decisions made by 
learners (prefer to address errors) as well as how much 
learners agree on what decision to make (prefer to address 
disagreement). Although this is the instructor’s private 
display, the instructor can mirror the video, narrative, and 
graph sub-windows on monitors in the classroom. While 
one learner is interacting with the virtual human character in 
the mixed reality environment, the rest of the class will be 
seeing the possible choices at each step as well as the video 

an area of interest, see the different choices in the narrative 
window and then watch the video of the relevant dialogue. 

These displays within the instructor control panel serve two 
roles. They allow the instructor to see the intentions of the 
scenario developers in creating the different responses for 
each decision point, and they allow instructors to sort 
through data from an entire class of learners to plan and 
conduct an AAR. Instructors can see whether responses are 
correct, incorrect or mixed using the coloring of the graphs. 
Decisions in the suggested AAR topics will have their links 
to procedures clearly shown allowing for an additional level 
of detail. Instructors will be able to see in real time the 
decisions of the learners: whether the class reaches a 
majority agreement, whether a majority of the class agrees 
with the learner in the mixed reality environment, and 
whether the class or learner in the mixed reality 
environment was correct. Before starting the AAR, the 
instructor will have a list of suggested topics as well as 
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graphs of learner behavior over time to assist in organizing 
the AAR. The instructor can use these graphs during the 
AAR as well as using the video playback and narrative 
windows to remind learners what happened. 

4. CONCLUSIONS 

At the time of this paper’s submission, we have yet to 
conduct comprehensive user reaction and learning 
assessment studies. We anticipate conducting these tests 
May – June 2011. Once instructors and trainees have had an 
opportunity to use the INOTS to support their training 
activities, we will discover which components of the system 
are more useful than others and which should be modified 
or removed altogether. 

The system integration described here creates a platform for 
this type of empirical research.  The visuals described above 
and the audio provided by a voice actor allow the 
investigation into the importance of realistic depiction of an 
emotional setting that a leader might face in the future. The 
system is modular so that different components can be 
swapped out as needed with new components supporting the 
messaging protocol.  The integration of intelligent tutoring 
system technology allows us to explore the area of instructor 
support or in the future consider a PC-based version that 
learners could use outside of the classroom.  Many software 
challenges were met to integrate the various components, 
and an additional challenge/opportunity was getting 
different groups with their own vocabulary and culture to 
truly work together.  INOTS can be considered a “serious 
game” as it uses many technologies from the video game 
industry; but with this project, instructional designers were 
not merely consultants on the project but actively changed 
the way the character in the “game” behaved.  One 
challenge is that we lack proper authoring tools to support 
the complexities of having multiple authors, and moving 
forward it is important to streamline this process and 
eliminate the need to reconcile multiple versions of the same 
data. 

A persistent concern is evaluating the methodology of 
having a fixed set of responses for each utterance spoken by 
the virtual human.  Having the users read predetermined 
prompts helps achieve good performance prior to collecting 
data on what users say when not prompted.  However, with 
data collection, the methodology could be made more free 
form by replacing the utterance prompts with more general 
instruction prompts.  For example, instead of prompting the 
user with an utterance like, "I understand you are concerned 
about being away from your family," the user will be 
prompted with an instruction such as "Acknowledge 
Cabrillo's concerns," and allow the trainee to formulate the 
phrasing of the utterance. Class members participating via 
the Audience Response System will select one of the 
generalized responses using their clickers. In this data 
collection stage, the instructor will act as a wizard, 
bypassing the natural language understanding and selecting 
the appropriate user choice manually. After we have 

collected sufficient instances of users' formulations of 
utterances for such prompts, we can retrain the natural 
language understanding module to identify this wider set of 
user responses. 

A second type of data collection would eliminate the 
prompts altogether, leaving the users to not only formulate 
the utterance the way they want to, but to also choose 
whatever content they want.  This would allow the 
instructional design team to see what types of actions 
learners perform in the scenario.  However, one drawback of 
using a branching narrative for conversation management is 
that increasing the number of alternatives for each decision 
quickly becomes too complex for human authors or results 
in unrealistic stories (e.g., stories that end suddenly or many 
choices leading to the same place). Future work on this 
limitation will involve using more complex models of 
emotion and memory rather than relying upon location in a 
branching narrative to implicitly encode these factors for the 
virtual human. 

The Navy’s Immersive Naval Officer Training System 
(INOTS) is the first blended learning environment to 
incorporate a life-sized virtual human to support the 
instruction, practice and assessment of interpersonal 
communication skills for Navy officer candidates. 
Ultimately, the instructors and trainees will determine how 
and to what extent they perceive the INOTS as an effective 
training system. With user feedback, we will continue to 
refine our methodologies in order to develop similar 
blended learning environments for additional training 
domains. 
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