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ABSTRACT 

In this paper, we describe the evaluation of a 
limited domain question-answering characters, par-
ticularly as to the effect of non-optimal speech rec-
ognition, and the ability to appropriately answer 
novel questions. Results show that answering abil-
ity is robust until speech recognition reaches over 
60% Word error rate.  

1. INTRODUCTION 

Immersive virtual environments that simulate 
real-life scenarios are proving to be a very effective 
approach for training. An important part of training 
for today's soldier involves interacting with people, 
especially people from different cultures, and thus 
interacting with virtual humans has great potential 
for increasing the scope of virtual training. While 
computer graphics has made great strides in realis-
tic-looking computer generated characters, there is 
still a perception among many that language proc-
essing technology is not yet adequate for such ap-
plications. While it is true that full human-level Ar-
tificial Intelligence is still beyond current capabili-
ties, we contend that technology is already ade-
quate to support useful training applications and 
provide greater immersion than could be experi-
enced without it. To use familiar examples from 
Hollywood, while we can't produce the likes of Lt 
Commander Data or the Holographic Doctor from 
Star Trek, characters such as the hologram of Dr 
Lanning from I Robot or Vox, the Holographic Li-
brarian from the Time Machine are within our ca-
pabilities. 

At the 24th Army Science Conference in 2004, 
we presented a demo of Sgt Blackwell, a limited 
domain character who is projected on a transparent 
screen (like Vox), and can answer a reporter's ques-
tions about the Army, the Institute for Creative 
Technologies, his technology and possible use in 
training applications, and the Conference, itself. 
Sgt Blackwell recognizes spoken language, uses 
state of the art classification technology (Leuski et 
al., 2006a; Leuski et al., 2006b) to pick the best an-
swer (if possible, or an answer indicating the ques-
tion can not be answered, if not), and then speaks 
the answer, while performing accompanying head 
and body movements. The demo was very success-
ful, in part, because the speech recognizer was spe-
cially trained for the voices of the three demo re-
porters, who also knew the right questions to ask, 
to stay within the vocabulary.  

While extremely high performance for speech 
recognition can be achieved with training or limited 
vocabulary, such circumstances are less useful for 
training situations in which formulating the ques-
tion is part of the learning objective. In this paper 
we explore the question of the degree to which im-
perfect speech recognition impacts the overall per-
formance. In the next section, we describe the gen-
eral class of question-answering characters, which 
have great promise to fill an important niche in en-
tertainment and training applications. In Section 3, 
we focus on Sgt Blackwell, one such question-
answering character. In Section 4, we describe our 
classfication approach for determing answers to 
questions. In Section 5, we describe the evaluation 
approach which we use to address the questions of 
how good the character's answering ability is both 



for sub-optimal speech recognition and to novel 
questions. The results are presented in the next sec-
tion, and we conclude in Section 7 with analysis of 
the results and future work to improve the perform-
ance of the character.  

2. QUESTION ANSWERING 
CHARACTERS 

Sergeant Blackwell is one example of a class 
we call question answering characters. Question 
answering characters have a set of knowledge they 
can impart when asked and goals for the presenta-
tion of this information subject to appropriate con-
ditions. A key is remaining in character when de-
ciding how to react to questions. Question answer-
ing characters can be used for training, education, 
and entertainment. At the Institute for Creative 
Technologies we have recently built several ques-
tion answering characters, including also characters 
a reporter can interview to piece together a news 
story, and more recently characters for training tac-
tical questioning.  

The technology in question answering charac-
ters bears some similarity to that used in question 
answering systems. Automatic question answering 
has been studied extensively in recent years. For 
example, there is a significant body of research 
done in the context of the question answering track 
at the Text REtrieval Conference (TREC) (Voor-
hees, 2003). In contrast to the TREC scenario 
where both questions and answers are based on 
facts and the goal is to provide the most relevant 
answer, question answering characters focus on the 
answer's appropriateness. For example, in the re-
porter domain, an evasive, misleading, or an “hon-
estly” wrong answer from an interview subject 
would be appropriate but might not be relevant. We 
try to highlight that distinction by talking about 
question answering characters as opposed to ques-
tion answering systems.  

We also expect question answering characters 
to have a natural spoken language interaction with 

the student. Our technical requirements for such a 
question answering character are: (a) it should be 
able to understand spoken language; (b) it should 
be robust to disfluencies in conversational English; 
and (c) it should be relatively fast, easy, and inex-
pensive to construct without the need for extensive 
domain knowledge and dialog system design ex-
pertise.  

3. SGT BLACKWELL 

Sergeant Blackwell is a question answering 
character who was originally designed to serve as 
an information kiosk at the army conference. (Fig-
ure 1 shows a photograph of the system). 

 
Figure 1. A photograph of SGT Blackwell in his envi-

ronment. 

A user talks to SGT Blackwell using a head-
mounted close capture USB microphone. The 
user's speech is converted into text using an auto-
matic speech recognition (ASR) system. We used 
the Sonic statistical speech recognition engine from 
the University of Colorado (Pellom, 2001) with 



acoustic and language models provided to us by 
our colleagues at the University of Southern Cali-
fornia (Sethy et al., 2005). The answer selection 
module analyzes the speech recognition output and 
selects the appropriate response.  

The character can deliver 83 spoken lines rang-
ing from one word to a couple paragraphs long 
monologues. There are three kinds of lines Sgt. 
Blackwell can deliver: content, off-topic, and 
prompts. The 57 content-focused lines cover the 
identity of the character, its origin, its language and 
animation technology, its design goals, our univer-
sity, the conference setup, and some miscellaneous 
topics, such as “what time is it?” and “where can I 
get my coffee?”  

When SGT Blackwell detects a question that 
cannot be answered with one of the content-
focused lines, it selects one out of 13 off-topic re-
sponses, (e.g., “I am not authorized to comment on 
that,”) indicating that the user has ventured out of 
the conversation domain. In the event that the user 
persists in asking the questions for which the char-
acter has no informative response, the system tries 
to nudge the user back into the conversation do-
main by suggesting a question for the user to ask: 
“You should ask me instead about my technology.” 
There are 7 different prompts in the system.  

One topic can be covered by multiple answers, 
so asking the same question again often results in a 
different response, introducing variety into the 
conversation. The user can specifically request al-
ternative answers by asking something along the 
lines of “do you have anything to add?” or “any-
thing else?” This is the first of two types command-
like expressions Sgt. Blackwell understands. The 
second type is a direct request to repeat the previ-
ous response, e.g., “what was that?”  

 If the user persists on asking the same question 
over and over, the character might be forced to re-
peat its answer. It indicates that by preceding the 
answer with one of the four pre-repeat lines indi-

cating that incoming response has been heard re-
cently, e.g., “Let me say this again...”  

Here is an example of a participant's dialog 
with SGT Blackwell. Each of the participant's 
questions (called “Reporter” in this transcript) is 
followed by the ASR output of that line in brackets. 
That is what the answer selection module “heard.” 
Note that ASR does make an occasional mistake 
and the answer selection is able to recover grace-
fully until the next to the last one question, where 
the input was so garbled, so only one correct word 
got through. 

Reporter: Who created you (Who created you) 

Blackwell: Tell you the truth, I have spent a lot of time with 
the smart folks at ICT, testing and tweaking. I am about 
ready to get out there and train with real soldiers. I am 
thinking first stop is going to be Fort Sill. But my ulti-
mate goal is to get forward deployed... 

Reporter: Why should we spend money on you (What should 
we spend money on you) 

Blackwell: Why do you need me?! What you should be saying 
is "How did you get along without me?" I will show you 
how to be a leader, how to make critical decisions under 
stress... And I am glad to be here, because I can help. I 
know I can. Look... I have one mission: to make better 
soldiers, make better warfighters. And if I can ... can 
save one life... bring one loved one back to his family... 
Well, then, I am definitely worth it. You be the judge. 

Reporter: What's your value (What's the value in) 

Blackwell: I can do “Virtually” anything. I do mission re-
hearsals, Urban Combat training, language training - I 
speak Farsi, Pashtun and Arabic. "Mar Haba shabab! 
That means how are you in Arabic.  

Reporter: Do you really work or is this just a demo (G. really 
worker is this just a demo) 

Blackwell: Sorry. That's outside my AO. 

Reporter: How could you be better (How could you be better) 

Blackwell: Stop mumbling. Just kidding. I didn't get that. 

Reporter: What do you wish you could do (When you wish 
you could do) 

Blackwell: Career Army. That is what I am thinking. Just call 
me a lifer. 

Reporter: What kind of people have you trained (What other 
people in the turn in) 

Blackwell: I teach cultural awareness, function as a training 
mentor and can call in the full range of Joint fires and ef-
fects. 



Reporter: What's the hardest part of your job (He was the 
hardest are you job) 

Blackwell: I am not authorized to comment on that 

Reporter: You have any virtual friends (The universal friends) 

Blackwell: Sorry, I can't hear you 

Reporter: Are you hard of hearing (Are you had a hearing) 

Blackwell: I can't understand you. 

4. ANSWER SELECTION 

The main problem with answer selection is un-
certainty. There are two sources of uncertainty in a 
spoken dialog system: the first is the complex na-
ture of natural language (including ambiguity, 
vagueness, underspecification, indirect speech acts, 
etc.), making it difficult to compactly characterize 
the mapping from the text surface form to the 
meaning; and the second is the error-prone output 
from the speech recognition module. One possible 
approach to creating a language understanding sys-
tem is to design a set of rules that select a response 
given an input text string (Weizenbaum, 1966). Be-
cause of uncertainty this approach can quickly be-
come intractable for anything more than the most 
trivial tasks. An alternative is to create an auto-
matic system that uses a set of training question-
answer pairs to learn the appropriate question-
answer matching algorithm (Chu-Carroll and Car-
penter, 1999). We have tried three different meth-
ods for the latter approach.  

The first method is to view the answer selec-
tion problem as a text classification task. We have 
a question text as input and a finite set of answers, 
— classes, — we build a system that selects the 
most appropriate class or set of classes for the 
question. Text classification has been studied in In-
formation Retrieval (IR) for several decades (Lewis 
et al., 1996). The distinct properties of our setup 
are (1) a very small size of the text, — the ques-
tions are very short, and (2) the large number of 
classes, e.g., 60 responses for SGT Blackwell. 
There are several techniques for text classification. 
In our testing with this domain, a multi-class Sup-
port Vector Machines (SVMstruct) classifier with an 

exponential kernel (Tsochantaridis et al., 2004) had 
the best classification performance. Such an ap-
proach is well-known in the community and has 
been shown to work very well in numerous appli-
cations (Leuski, 2004). In fact, SVM is generally 
considered to be one of the best performing meth-
ods for text classification.  

The second method is to view the answer selec-
tion problem as an information retrieval problem. 
We have a set of answers which we can call docu-
ments in accordance with the information retrieval 
terminology. Let the question be the query, we 
compare the query to each document in the collec-
tion and return the most appropriate set of docu-
ments. Presently the best performing IR techniques 
are based on the concept of Language Modeling 
(Ponte and Croft, 1997). The main strategy is to 
view both a query and a document as samples from 
some probability distributions over the words in the 
vocabulary (i.e., language models) and compare 
those distributions. These probability distributions 
rarely can be computed directly. The “art” of the 
field is to estimate the language models as accu-
rately as possible given observed queries and 
documents. We adapted an approach suggested by 
Lavrenko (Lavrenko, 2004), which assumed that all 
the word dependencies are defined by a vector of 
possibly unknown parameters on the language 
model.  

The third method is also based on information 
retrieval, but uses techniques from cross-language 
retrieval. In the second method, we assumed that 
both questions and answers used the same vocabu-
lary and had the same a priori language models. 
Clearly, this is not the case. For example, consider 
the following exchange: “what happened here?” — 
“well, someone released the animals this morning.” 
While the answer is likely to be very appropriate to 
the question, there is no word overlap between 
these sentences. This is an example of what is 
known in information retrieval as vocabulary mis-
match between the query and the documents. In a 
typical retrieval scenario a query is assumed to 



look like a part of a document. We cannot make the 
same assumption about the questions because of 
the language rules: e.g., “what”, “where”, and 
“why” are likely to appear much more often in 
questions than in answers. Additionally, a typical 
document is much larger than any of our answers 
and has a higher probability to have words in 
common with the query. Finally, a typical retrieval 
scenario is totally context-free and a user is en-
couraged to specify her information need as accu-
rately as possible. In a dialog, a portion of the in-
formation is assumed to be well-known to the par-
ticipants and remains un-verbalized leading to 
sometimes brief questions and answers. We believe 
this vocabulary mismatch to be so significant that 
we view the participants as speaking two different 
“languages”: a language of questions and a lan-
guage of answers. There are two ways we can solve 
the cross-language information retrieval problem: 
we can translate the answers into the question lan-
guage by building a representation for each answer 
using the question vocabulary or we can build 
question representations in the answer language.  

We have implemented answer classifiers using 
each of these methods. Comparison using a 10-fold 
cross-validation method on our Sgt Blackwell 
training data showed that the cross-language in-
formation retrieval method significantly out-
performed the others, with greater than 16% im-
provement over the SVM version. More details on 
both the specific algorithms and results are pre-
sented elsewhere (Leuski et al., 2006b).  

5. EVALUATION APPROACH 

While it is of great importance for a question 
answering system, classification accuracy on per-
fect input is only the beginning of the requirements 
for a question answering character. What is most 
important for maintaining an immersive experience 
with a character is the quality and coherence of the 
reply under all conditions, including when un-
known or uninterpretable questions are presented.  

Here we study two aspects of this problem: 

1. To what degree does erroneous input affect 
the ability to give an appropriate response? 

2. How appropriate are the responses to un-
known questions? 

We study these questions by recruiting subjects 
to ask questions to Sgt Blackwell. We used two dif-
ferent sets of questions to address the two ques-
tions. Because the original system was meant for 
one of three demo “reporters” to ask Sgt Blackwell 
questions, specialized acoustic models were used to 
ensure the highest accuracy for these three (male) 
speakers. Consequently, for other speakers (espe-
cially female speakers), the error rate was much 
higher than if we had used general purpose acoustic 
models (which would not have been quite as high 
for the main speakers). Given a range of different 
speakers, this allowed us to calculate the role of a 
variety of speech error rates on classifier perform-
ance for both known and unknown questions.  

For this experiment, we recruited 20 partici-
pants (14 male, 6 female, ages from 20 to 62) from 
our organization who were not members of this 
project. All participants spoke English fluently, 
however the range of their birth languages included 
English, Hindi, and Chinese.  

After filling out a consent form, participants 
were “introduced” to SGT Blackwell, and demon-
strated the proper technique for asking him ques-
tions (i.e., when and how to activate the micro-
phone and how to adjust the microphone position.) 
Next, the participants were given a scenario 
wherein the participant would act as a reporter 
about to interview SGT Blackwell. The participants 
were then given a list of 10 pre-designated ques-
tions to ask of SGT Blackwell. These questions 
were selected from the training data. They were 
then instructed to take a few minutes to write down 
an additional five questions to ask SGT Blackwell. 
Finally they were informed that after asking the fif-
teen written down questions, they would have to 



spontaneously generate and ask five additional 
questions for a total of 20 questions asked all to-
gether. Once the participants had written down 
their fifteen questions, they began the interview 
with SGT Blackwell. Upon the completion of the 
interview the participants were then asked a short 
series of survey questions by the experimenter 
about SGT Blackwell and the interview. Finally, 
participants were given an explanation of the study 
and then released. Voice recordings were made for 
each interview, as well as the raw data collected 
from the answer selection module and ASR. This is 
our first set of question answer pairs, we call it the 
ASR-QA set.  

Table 1. The question-answer appropriateness scale with 
sample answers in response to the question “How exactly do 
you think you can help the real army soldiers?” 

Grade Description 
1 Response is not related in any way the question. 
 For me being virtual, Christmas is not a big deal. 

But I know it is for other real guys like me, who 
will be overseas this Christmas... 

2 Response contains some discussion of people or 
objects mentioned in the question, but does not 
really address the question itself. 

 Where was not I trained? Infantry, Armor, Arty, 
Benning, Bragg, Airborne, Ranger, you name it… 

3 Response partially addresses the question, but lit-
tle or no coherence between the question and re-
sponse.  

 I am a virtual soldier. Which has got lots of big 
advantages. First of all I am readily deployable. 
And I can work 24-7 without a break ... 

4 Response does mostly address the question, but 
with major problems in the coherence between 
question and response.  

 I am not actually flesh and blood, sir. I am pixels 
and polygons. But that means I can be anywhere 
and do anything. I can function in urban opera-
tions, food distributions, or SASO... 

5 Response does address the question, but the tran-
sition is somewhat awkward. 

 Why do you need me?! What you should be say-
ing is "How did you get along without me?" I will 
show you how to be a leader, how to make criti-
cal decisions under stress... 

6 Response answers the question in a perfectly flu-
ent manner. 

 Think of it this way: while I will never be able to 
do what real soldiers do, I can help my flesh and 
blood brethren learn how to better do their busi-
ness out of the line of fire, so that they can be 
more capable and better prepared when they fi-
nally do get into it... 

The voice recordings were later transcribed and 
used as input to the answer selection module to 
generate answers for each question. These answers 
are how the system would have responded to the 
participant questions if the speech recognition was 
perfect. This is our second set of question answer 
pairs — the TRS-QA set.  

Next we used three human raters to judge the 
appropriateness of both sets, using the coding 
scheme from (Gandhe et al., 2006). This scheme 
addresses both the relevancy and the fluency of the 
answer on a scale of 1-6. Table 1 shows the scale 
and an example of the coding scheme applied to the 
Blackwell domain.  

Using the scale of 1-6 each rater judged the ap-
propriateness of SGT Blackwell's answers to the 
questions posed by the participants. We evaluated 
the agreement between raters by computing Cron-
bach's alpha score, which measures consistency in 
the data. The alpha score is 0.929 for TRS-QA and 
0.916 for ASR-QA, which indicates high consis-
tency among the raters.  

6. RESULTS 

The average appropriateness score for TRS-QA 
is 4.83 and 4.56 for ASR-QA. The difference in the 
scores is statistically significant according to t-test 
with the cutoff set to 5%. It may indicate that ASR 
quality has a significant impact on answer selec-
tion.  

We computed the Word Error Score (WER) 
between the transcribed question text and the ASR 
output. Thus each question-answer pair in the 
ASR-QA and TRS-QA data set has a WER score 
assigned to it. The average WER score is 37.33%.  

We analyzed sensitivity of the appropriateness 
score to input errors. Figure 2a and 2b show plots 
of the cumulative average appropriateness score 
(CAA) as function of WER: for each WER value 
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t  
we average appropriateness scores for all ques-
tions-answer pairs with WER score less than or 
equal to 
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t .  
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Figure 2. Shows the cumulative average appropriateness 

score of (a) pre-designated and (b) user-designated question-
answer pairs as function of the ASR's output word error rate. 

Both figures show the 

! 

CAA  values for TRS-
QA (dotted black line) and ASR-QA (solid black 
line). Both figures also shows the cumulative dis-
tribution function (CDF) for the WER, i.e., the per-
centage of the question-answer pairs with the WER 
score below a given value (gray line, right Y axis). 

Figure 2a shows these plots for the pre-
designated questions. The values of 

! 

CAA  for TRS-
QA and ASR-QA are approximately the same be-
tween 0 and 60% WER. 

! 

CAA  for ASR-QA de-
creases for WER above 60% — as the input be-
comes more and more garbled, it becomes more 
difficult for the classifier module to select an ap-

propriate answer. We confirmed this observation 
by calculating t-test scores at each WER value: the 
differences between 

! 

CAA(t)  scores are statisti-
cally significant for 

! 

t > 60%. It indicates that until 
WER exceeds 60% there is no noticeable effect on 
the quality of answer selection, which means that 
our answer selection technique is robust relative to 
the quality of the input.  

Figure 2b shows the same plots for the user-
designated questions. Here the system has to deal 
with questions it has never seen before. 

! 

CAA  val-
ues decrease for both TRS-QA and ASR-QA as 
WER increases. Both ASR and the classifier were 
trained on the same data set and out of vocabulary 
words that affect ASR performance, affect classi-
fier performance as well.  

7.�CONCLUSIONS 

The results in the previous section show both a 
strong level of performance for Sgt Blackwell even 
for unseen questions, while there is still quite a bit 
of room for improvement. One fairly surprising re-
sult is that the quality of speech recognition is not 
the most important factor. Researchers (Kamm and 
Walker, 1997) have shown that various measures 
of recognition performance such as WER have a 
large impact on dialogue quality for task oriented 
dialogues. In contrast, for our domain speech rec-
ognition performance is not a significant factor un-
til the error rate becomes very high. For applica-
tions such as this, using appropriate selection tech-
nology, current recognition rates already allow vi-
able applications. Interestingly, others have also 
found that speech recognition rate is not correlated 
with learning for a tutorial dialogue system in the 
physics domain (Forbes-Riley and Litman, 2005).  

Other than improvement of the speech recogni-
tion component, there are other avenues that can be 
taken to improve the system performance. The first 
direction is the collection and labeling of additional 
training data, so the classifier can recognize a wider 
range of input.  



The second task is more sophisticated tech-
niques for dealing with hard to classify input. The 
current system has an “off-topic” class which is 
chosen if none of the others is high enough. This 
results in a reply which addresses the fact that the 
user asked a question, without providing specific 
information. Several of these are illustrated in the 
sample dialogue presented in Section 3. In the 
original system, these were chosen at random, 
however closer analysis revealed that different off-
topic answers would have different levels of appro-
priateness. Elsewhere (Patel et al., 2006), we show 
how having multiple classes of off-topic answers 
and doing a second tier of classification can im-
prove the acceptability of both off-topic question 
responses and total performance including both on-
topic and off-topic responses. Another technique 
that can be tried is to engage in specific clarifica-
tion dialogues to ask the user to repeat or rephrase 
the question, and then use both the original and 
subsequent questions together as part of the classi-
fication task.  

Finally, we observed that a notable percent of 
misclassifications results from the user asking a 
question that has a strong context dependency on 
the previous answer or question. We are presently 
looking into incorporating this context information 
into the answer selection process.  
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