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Abstract. To increase the interest and engagement of middle school students in 
science and technology, the InterFaces project has created virtual museum 
guides that are in use at the Museum of Science, Boston.  The characters use 
natural language interaction and have near photoreal appearance to increase and 
presents reports from museum staff on visitor reaction.   
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1 Introduction 

A well-informed guide or interpreter can have a tremendous influence on the quality 
of a museum visitor’s experience.  The best guides not only provide information but 
also engage the visitor in an interactive 
exchange that can lead to deeper under-
standing and promote excitement about 
museum content.  Unfortunately, human 
museum guides are often in short supply. 
Many studies have shown that people react 
to virtual humans in much the same way 
that they react to real people [1-3]. Could 
virtual humans be used to create museum 
guides that can engage visitors with mu-
seum content? The InterFaces project, a 
collaboration between the USC Institute for 
Creative Technologies (ICT) and the Mu-
seum of Science, Boston (MoS), has been 
exploring exactly that question. 

Set in Cahners ComputerPlace (CCP) at 
the Museum of Science where most of the 
museum’s information technology exhibits 

Fig. 1. Guides at the Museum of Sci-
ence, Boston 
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are located, the virtual human guides are housed in exhibit called InterFaces (Figure 
1) designed to promote interest in Science, Technology, Engineering and Mathemat-
ics (STEM).  The primary audience that we sought to reach was children between 
ages 7 to 14, and we were particularly interested in engaging females and other 
groups under-represented in STEM.  We chose middle school aged children as our 
primary audience for two main reasons. 

First, recent studies such as [4] suggest that children’s level of interest in science 
during middle school or even earlier can have a strong effect on ultimate career 
choice. Our hypothesis is that interacting with Virtual Humans will help pique and 
engage children’s interest in what computer science and related STEM can offer be-
cause not only can they provide knowledge and advice, as computers typically do, but 
the fact that they are embodied as Virtual Humans adds a social element that can 
create greater rapport and involvement.  

Second, it is sometimes difficult to get younger museum visitors to engage with the 
exhibits, particularly when in school groups. Museum personnel report that school 
group behavior tends to be “run in, run around, run out.” Students spend relatively 
little time actually engaged with the exhibits and teachers struggle to guide them to 
interact with the many choices available.  In our project, however, visitors encounter 
Ada and Grace, twin virtual museum guides who are a focal point of the space, when 
they first enter the ComputerPlace.  Ada and Grace are life-sized, photo-realistic 
characters that interact in natural language, complete with gestures and other forms of 
non-verbal communication. In our current implementation, a museum staff member 
interacts with the virtual museum guides in natural language and the visitors who can 
pose their own questions to the guides through the staff member. The virtual museum 
guides answer general questions about ComputerPlace and the information sciences, 
and based on visitor’s expressed interests, they can suggest exhibits to check out. Our 
hope was that the cutting edge technology of the virtual humans as well as the social 
rapport they could establish would engage the students and “stop them in their 
tracks.” 

1.1 Creating Engagement 

Creating an engaging experience for museum visitors is a central goal of the Virtual 
Museum Guides project.  Several facets of the virtual humans’ design are intended to 
increase engagement: 

• Broadly appealing appearance.  We conducted a study (described in Section 
4.1) to select a (human) model for our guides that was not clearly identified with 
any one ethnic group and had broad appeal to museum visitors. 

• Two characters.  When virtual humans have been used as information agents or 
guides in the past, in most cases, there is a single virtual human interacting with 
one or more real people. To enhance engagement, we decided to use two charac-
ters so that they could dialogue with each other as well as the visitors.  In section 
4.3, we describe our rationale for this approach in more detail. 

• Natural language interaction.  We chose to have Ada and Grace interact using 
natural language input and output rather than a menu-based or type-in interface 
because it makes the interface more transparent and the characters more realistic. 
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• Near photoreal appearance.   Studies have shown that a more realistic depiction 
of either a simulated scene [5] or virtual human [6] can create greater participant 
involvement in a virtual experience. As we will describe below, Ada and Grace, 
our virtual museum guides, were created using Light Stage technology. That 
technology has been used to create photorealistic non-interactive characters for 
movies such as Avatar, Hancock, and The Curious Case of Benjamin Button. 
Ada and Grace are the first examples of deployed, interactive virtual humans that 
make extensive use of Light Stage technology (See Section 4.2). 

1.2 Related Work 

There have been some previous installations of Virtual Humans in museums. The 
“pixie” system [7] was part of a 2003 exhibit in the Swedish Telecom museum called 
‘Tänk Om’ (‘What If ’), where visitors experienced a full-size apartment of the year 
2010. The visitors could help Pixie perform certain tasks in the apartment or ask the 
agent general questions about herself or the exhibition. In January 2004, the Max 
agent was installed in the Heinz Nixdorf Museums Forum (HNF), a public computer 
museum in Paderborn (Germany) [8]. Max is human-like in size on a static screen, 
standing face-to-face to visitors of the museum. Acting as a museum guide, Max’s 
primary task is to engage visitors in conversations to provide information about the 
museum, the exhibition, or other topics of interest. However, Max only allows key-
board input. In Cahners ComputerPlace, the Tinker exhibit [9], an embodied conver-
sational agent (ECA) in the guise of a robot, builds relationships and tracks 
engagement with the user, and includes novel user ID via analysis of hand-images. 
Visitors must select options from a menu to interact with Tinker. 

In the next section, we present a sample interaction with Ada and Grace, followed 
by a more detailed discussion of how they work and were developed. We then present 
evaluations of the Twins’ natural language processing, and reports from the museum 
staff about visitor reaction to the deployed virtual museum guides.   

2 Sample Scenario  

In our current implementation, a museum staff member uses speech to interact with 
the guides. Visitors may pose questions to the guides through the staff member. We 
choose to take this approach rather than having visitors speak directly to the guides to 
ensure speech recognition accuracy, which is less accurate when there is wide vari-
ability in dialects among speakers. This first group of interchanges illustrates a drill-
down exchange in which the twin characters, Ada and Grace, are leading a visitor (via 
the Handler) towards information the visitor is interested in: 

HANDLER: What are your names? 
ADA: My name’s Ada. 
GRACE: And I’m Grace. We’re your Virtual Museum Guides. With your help, 

we can point you towards exhibits that will get you thinking! Or answer 
questions about things you’ve seen here. 

ADA: What do you want to learn about? 
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HANDLER: I’m interested in computers. 
GRACE: Here at Cahners ComputerPlace, you can build your own model computer, 

solve a puzzle like a computer, examine computer brains, and learn how 
to think like a computer. Which one of these do you want to put through 
your processor? 

HANDLER: I want to learn how computers think. 
GRACE: At Logic Land you can learn how computers think by trying to decode a 

bitmap, and interacting with Boolean logic gates. 

HANDLER: What are Boolean logic gates? 
GRACE: Boolean logic gates are the basic building blocks of computing! Remem-

ber these three words; AND, OR, NOT. Each of these is a type of logic 
gate. Like real gates you walk through, some need a key, or even two 
identical keys to let you through. Head over to Logic Land, or ask one of 
our volunteers if you want to learn more. 

Other common exchanges include information about the Museum of Science and 
Cahners ComputerPlace: 

HANDLER: Why is this place named Cahners ComputerPlace? 
ADA: Cahners ComputerPlace is named after Norman Cahners, a publisher 

based in Boston, and longtime supporter of the museum. 
GRACE: Welcoming 300,000 visitors annually, Cahners ComputerPlace offers a 

one-stop resource for software that inspires people to create, explore and 
learn. 

ADA: Did you read that in the brochure?! 

The twins are also capable of responding to questions about their own exhibit and 
supporting technology: 

HANDLER: What is your technology? 
ADA: We’re virtual humans. We use speech recognition technology to identify 

your words… 
GRACE: [Finishing her twin’s sentence] …and use statistics to figure out the mean-

ing of the words based on context. Once we know what you’re talking 
about, we’ll reply appropriately. 

Grace and Ada are also intended to highlight the major role that women have played 
historically in the development of computer science: 

HANDLER: Who are you named after? 
ADA: Our namesakes are Ada Lovelace and Grace Hopper. 
GRACE: Yeah, they may be old-fashioned names, but both from the most modern 

computing women of their time. 
ADA: In the 1800s, Ada Lovelace predicted that computers would some day 

help us write music and create art. 
GRACE: And in this past century, Grace Hopper created a type of computer pro-

gram called a compiler, which helps people tell computers what to do. 
ADA: It could be said that Ada inspired Grace. 
GRACE: Or that Grace did all the work, in which case our names are perfect. 
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Finally, Ada and Grace can answer questions that middle schoolers might be 
interested in: 

HANDLER: Do you have boyfriends? 
ADA: Why? [Tongue in cheek] Is there another virtual human you think we 

should meet? 
GRACE: I hope they’re into neural networks and amino acid sequences. 
ADA: Grace?! What’s wrong with just charming and generous? 

3 How the Guides Work 

The Twins are based on and extend the approach used in the SGT Star character [10] 
and the Gunslinger project [11].  To interact with the characters, an operator presses a 
push-to-talk button and speaks into a microphone. An audio acquisition client then 
sends audio to the automatic speech recognizer (ASR), which creates hypotheses of 
the words that were said, and then sends this text to the Language Understanding 
(LU) module. The ASR module uses the SONIC toolkit [12], with custom language 
and acoustic models (see Section 4.4). The LU module uses a statistical text classifi-
cation algorithm to map the utterance text onto character responses. It selects a set of 
responses it believes to be appropriate to the utterance from a domain-specific library 
of scripted responses and passes them to the dialogue management (DM) module. 
The DM module uses that response set and the recent dialogue history to select one 
response for the characters to perform. The response is sometimes a sequence of 
utterances, as seen in section 2. In this case, the DM keeps a schedule of pending 
utterances, and sends them one at a time to the animation components, waiting for a 
callback signal before sending the next one. If the characters are interrupted by more 
speech from the operator before the schedule has completed, the DM can cancel the 
remaining sequence. 

The LU/DM module pair uses the NPCEditor software [13].   The NPCEditor clas-
sification algorithm analyzes the text of the sample utterances and the text of the re-
sponses and creates a statistical model of the “translation relationship” that defines 
how the content of an input utterance determines the likely appropriateness of a re-
sponse. Specifically, it learns how to compute a conditional likelihood of observing a 
particular word in a character’s response given an operator’s utterance [14]. When 
NPCEditor receives a new (possibly unseen) utterance, it uses this translation infor-
mation to build a model of what it believes to be the best response for the utterance. 
The classifier then compares this representation to every stored response and returns 
the best match to the DM part of NPCEditor. In contrast, a traditional text classifica-
tion approach would compare a new question to sample questions and then directly 
return the corresponding responses, ignoring the actual text of the response. We have 
observed that this “translation-based” classification approach significantly increases 
the effectiveness of the classifier for imperfect speech recognition [14]. NPCEditor 
has been fielded in a number of applications and has been shown to be successful in 
noisy classification tasks [13]. 

The Twins have a large but finite set of responses (currently about 400), so the 
characters might repeat themselves. One of the tasks of the DM is to match the 
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classifier selection to the recent dialogue history and choose responses that have not 
been heard. The DM also handles cases when the classifier returns no responses. This 
happens when the operator asks a question for which the characters have no answer or 
speech is not understood by the ASR module. In that case, the classifier decides that 
none of the known answers is appropriate. The Twins database contains a number of 
responses that we call “off-topic.” These responses range from prompts for repetition 
“Could you ask that again?” to utterances indicating that the characters do not know 
how to answer the questions “I really wish we had an answer for that.” 

The animation process is revised from that used by SGT Star and employs the 
Smartbody (SBM) behavior realization system [15] and a new sequencer module, as 
well as the Gamebryo animation engine.  The sequencer module retrieves Behavior 
Markup Language (BML) [16] animation schedules for each of the utterances coming 
from the DM. Since BML as interpreted by SBM only animates a single agent, the 
sequencer schedule includes a number of synchronization points that are broadcast 
back to the sequencer. When the sequencer receives these callbacks it sends additional 
BML schedules to animate the other agent, so that Ada and Grace can each react 
appropriately while the other is speaking. SBM uses several behavior controllers and 
blending to realize the specific combination of motion, and sends the resulting com-
mands to the Gamebryo engine to generate the motion. 

4 Building the Guides 

In this section we outline the main steps we took to create the Twins. We start with 
the appearance, then the content and output expression, and finally the resources for 
speech understanding. 

4.1 Formative Study on Visitor Preferences 

To support the goals of engagement and ability to serve as role models for young girls 
potentially interested in STEM, we decided to base the characters’ appearance on a young 
adult female of indeterminate racial background. We conducted a formative study with 75 
museum visitors from the target audience of 7-14 year olds (with parental consent), which 
was used to inform the choice of character appearance as well as impressions the visitors 
associate with the person shown. Six photos (selected from a larger set provided by a 
modeling agency) were presented and visitors were asked to select the one whom they 
would most want to speak to in Cahners ComputerPlace and provide reasons for their 
choices.  In addition, visitors were probed for ideas about what the virtual human might do 
with their free time, what characteristics of a virtual human guide would be most impor-
tant to them, and what interested them about computers and robots. Results from the exit 
survey indicate that one photo (actress/model Bianca R.) was the overwhelming choice of 
the museum visitors, and thus she was selected to be recorded in the Light Stage. Visitors 
rated the following traits as being most important for their virtual human: Friendly, Smart 
and Patient. Visitors reported that their virtual human occupied their time: having a 
job/occupation, having pets, going to the mall/shops, hanging out with friends, and playing 
sports. This information was used in the content development (described in Section 4.3) 
to help craft the backstory for the characters. 
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4.2 Light Stage: Capturing the Model 

We recorded Bianca Rodriguez using ICT’s 
Light Stage 5 high-resolution facial scanning 
system (Figure 2) that enables the creation of 
characters that appear and animate realistically, 
and look substantially better than standard video 
game characters that visitors might be familiar 
with. Light Stage 5 is a two-meter diameter 
sphere with 156 evenly-spaced white LED light 
sources pointing toward the center from all an-
gles. A stereo pair of high-resolution digital still 
cameras  photographs the actor’s face under a 
variety of different lighting conditions as in [17]. 
Polarized lighting conditions allow us to inde-
pendently measure the skin color, surface shine, 
and surface orientation at each point on the face with 0.1mm resolution. Using spheri-
cal harmonic lighting conditions – essentially bright-to-dark gradients of light across 
the sphere’s X, Y, and Z axes – allows us to measure the surface orientation at each 
pixel, telling us the shape of skin pores, creases, bulges, and wrinkles.  From that data 
we created a highly detailed 3D model of the subject’s face. 

The first use of the Light Stage system for creating a virtual character was for SGT 
Star. Based on the deployed version of the character, an advanced prototype was cre-
ated by leveraging the hybrid normal rendering skin technique from [17] where the 
diffuse and specular reflectance components of the skin are rendered with different 
surface orientation maps as measured from the photometric data..  This significantly 
increased the realism of the character with little impact on rendering speed(Figure 3). 
The face looked quite realistic in a neutral pose but less 
convincing as it animated, since it distorted unnaturally 
when morphed to form expressions. 

To improve upon SGT Star’s facial quality for the Twins, 
we acquired scans of the actor in a variety of facial expres-
sions to be used as blend shapes in the animated character 
rig.  Thus, when Ada or Grace exhibit an expression, the 
shape of her face is based on the actual shape of the actor’s 
face in that expression.  The complexity of facial expression 
is difficult to model manually, making this blend shape data 
very valuable for creating believable digital characters. 

We had previously built a character from light stage 
scans in a variety of expressions, most notably in the “Digi-
tal Emily” project [18] in collaboration with facial anima-
tion company Image Metrics.  However, Digital Emily was 
rendered offline using computationally intensive light transport simulations.  For the 
museum guides, we further developed the real-time skin shader using the hybrid nor-
mal maps technique of [17] to render a faithful rendition of skin reflectance in the 
Gamebryo game engine. The deployed Twins at the museum use this rendering tech-
nology. A detail of one of the Twins’ faces produced by a more advanced version of 

Fig. 2. Light Stage 5 

Fig. 3. Hybrid Normal 
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the shader is shown in Figure 41. The neutral pose of the guides was based directly on 
fitting an animatable facial mesh to the original high-resolution scan data of the 
model’s neutral pose.  The blend shapes for the expressions were created semi-
automatically by using approximately seven expression scans as reference in a 3D 
modeling program.  The resulting models 
were exported in formats compatible with off 
the shelf tools such as Maya. 

While the Twins’ faces were being created 
using Light Stage technology, the rest of the 
characters (bodies, clothing, hair, eyes etc) 
were created by digital artists.  These ele-
ments were then brought together  with the 
Light Stage models to create the characters 
shown in Figure 1.  

4.3 Developing the Content 

As described above, the main goals for inter-
action were to involve 7-14 year old kids in 
natural, engaging conversation related to 
STEM and the Museum’s related exhibits in 
Cahners ComputerPlace. Rather than a single 
guide, we decided to use twins to enhance 
visitor engagement in several ways. First, 
some character responses are quite information-rich and inherently lengthy. Having 
one character deliver long responses can seem long-winded and tax the attention span 
of younger visitors. By having two characters share such responses (as exemplified in 
Section 2), we can better maintain the pace of the conversation and visitor interest. 
Second, two characters can be an obvious source of differing opinions and behaviors, 
which allows a dialectal approach to providing information [19] as well as allowing 
the characters to act as foils for each other’s humor. There is also some evidence that 
presenting different types of information as coming from different agents may en-
hance learning over having all information come from a single agent [20]. The deci-
sion to use twins as opposed to two distinct characters was mainly to reduce produc-
tion costs and allow maximal reuse of resources, but it also provides a good backstory 
for their interaction. 

There were six content areas developed for the twins: 

1. Cahners ComputerPlace (CCP) exhibits, activities and exhibit space namesake 
2. General computer, robot, and cell phone communications 
3. Overview of the Museum of Science 
4. Backstory about the characters (favorite color, pets, etc) 
5. Technology of the Virtual Human Guides 
6. Off topic responses (triggered by un-interpretable inputs) 

For areas 1-3, the CCP staff collected typical visitor questions and interpretation re-
sponses given by the staff and volunteers. From a base of over 300,000 visitors per 

1 This advanced version has not yet been released in the museum. We expect to release it in 
June 2010. 

Fig. 4. Twins Detail Enhanced Shader 
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year, we were able to compile comprehensive, detailed questions and answers from 
the viewpoint of many different visitor demographics - with a range of Computer 
STEM skills and knowledge. For topics 4-6 we were able to rely on ICTs previous 
experience with Virtual Humans, such as SGT Star. An iterative process involving 
both groups led to the final content. 

A single voice actor was cast to create the slightly different voices of Ada and 
Grace. These recorded lines were then used as the basis for animation, using the au-
thoring component of the sequencer to allow artists to select appropriate animations 
for the characters. The animations were designed to match the personalities of the 
characters as well as engage the visitor. 

4.4 Speech Recognition 

The SONIC toolkit [12] and the SRI Language Modeling Toolkit (SRILM) [21] were 
used to create the acoustic speech and language models, as well as to provide an API 
for on-line speech recognition. Language models were constructed by combining a 
large vocabulary (5-15k words) with the full set of inputs used for classifier training. 

Several acoustic models were built, customized to individual Museum staff mem-
ber’s voices, using gender-dependent three state triphone context HMM acoustic 
models trained from the Wall Street Journal corpus as well as around 250 utterances 
for each speaker. Twelve Mel Frequency Cepstral Coefficients (MFCCs) and normal-
ized frame energy, along with the velocity and acceleration of these features, are used 
for audio frame representation. Systems were built via three iterations of Maximum a 
Posteriori adaptation on the baseline gender dependent model (e.g., [22]). The per-
formance (word error rate) of the adapted systems improved by 33% (from 15% to 
10%) compared to the baseline. A number of engineering optimizations helped im-
prove the overall performance robustness. For example, allowing for a larger beam 
path in the speech decoding process, yielded a performance gain.  Similarly, optimiz-
ing the adaptation function parameters for frame count threshold and silence count 
threshold increased performance as well, especially in the presence of acoustic vari-
ability such as background noise.  

5 Additional Project Elements 

As part of the project, we are developing two additional exhibit elements aimed pri-
marily at our secondary audience, older teen-agers and adults: 

The Science Behind Virtual Humans. Because many sophisticated computer sci-
ence research areas are required to create virtual humans, in addition to serving as a 
guide, a virtual human can itself serve as an exhibit of technology. In its current form, 
the “Science Behind” exhibit (Figure 5) consists of flat panel displays on the side of 
the virtual guides kiosk (Figure 1) that dynamically show the virtual human’s speech 
recognition and statistical NLU text classifier in operation as the characters interact. 
It also includes several posters that describe different stages of the installation design 
and construction. Visitors can watch as the system recognizes the words in the han-
dler’s speech and see how the classifier ranks and then selects a response.  Another 
window shows a transcript of recent interactions. These supporting exhibits engage 
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visitors by allowing to see first-hand the cutting edge of technology and grasp the 
promise and limitations of current virtual humans. 

Living Laboratory. As part of the exhibit, we include a “Living Laboratory”, which 
engages the museum visitors in the scientific method (as applied to virtual humans) in 
three different ways. First, visitors can be experimental subjects, just by interacting 
with the virtual humans. In a standard university research laboratory one of the most 
difficult aspects of advancing the state of user interaction with virtual humans is find-
ing enough appropriate subjects to evaluate the system.  Thus, only a small set of the 
experimental conditions that are worth testing can actually be accomplished. The 
thousands of visitors to the museum provide a much larger pool from which to test a 
number of issues, such as performance of the speech understanding, coverage of the 
domain, appropriateness of the dialogue strategies, and effectiveness at teaching and 
motivating interest in STEM. Secondly, visitors can help evaluate the data and ana-
lyze the results. Finally, through interaction with the museum staff and on the Exhibit 
website, visitors can suggest new experiments. 

Fig. 5.  Museum visitors exploring the Science Behind exhibit 

6 Evaluation 

The Museum Guide Twins were first displayed to the public on December 8, 2009. 
We have since conducted evaluations of the Twins’ natural language performance and 
we have reports from museum staff about how visitors are reacting to the Guides, 
which we discuss below. In the future, we will conduct summative evaluations to 
assess the impact that the Guides have on a museum visitor’s experience, and their 
engagement and interest in STEM topics.   

Evaluation of Natural Language Performance 
We evaluated the Twins’ performance based on data collected at two venues: ongoing 
live sessions at the Museum of Science between February 10 and March 18, 2010, 
and a demo at the AAAS annual meeting in San Diego on February 19-21. The data 
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consist of system logs and audio recordings of utterances spoken to the characters; the 
vast majority of the utterances are by trained museum staff, though occasionally a 
visitor spoke directly to the Twins. All recordings were transcribed manually. 

Utterances spoken to the characters can be divided into those that appear in the 
classifier training data (known utterances) and those that are not in the training data 
(unknown utterances). Since speech input to the characters is provided primarily by 
museum staff familiar with the Twins, we found a large proportion of known utterances 
(about 70%); unknown utterances usually come about when the interpreter diverges 
from the standard questions, for example, by posing a question asked by a visitor. For 
known utterances we can automatically determine whether the response was correct (by 
seeing if it is linked to the utterance in the classifier), incorrect (an on-topic response 
that is not linked to the utterance), or off-topic. For unknown utterances there are no 
defined correct responses, but we can automatically determine whether the response was 
on-topic or off-topic. Table 1 shows the breakdown of responses. 

Table 1. Responses from the Museum of Science, February 10 to March 18, 2010 

Question Response N  % WER 
Known Correct 3516 56.8 0.1726 
Known Incorrect 106 1.7 0.8261 
Known Off-topic 629 10.2 0.5829 

Unknown On-topic 1444 23.3 0.2222 
Unknown Off-topic 498 8.0 0.4543 

Total 6193 100.0 0.2597 

The results show that performance on the known utterances is good, with over 80% 
of known utterances receiving a correct response; those known utterances that re-
ceived off-topic and incorrect responses typically had higher word error rates (WER), 
so the failure of the classifier is likely due to poor speech recognition. Unknown ut-
terances also result in mostly on-topic responses. To better understand the perform-
ance on the unknown user utterances we used a sample of the data (all the data col-
lected at the museum between February 10 and February 19) to perform two manual 
annotation tasks: separating the unknown utterances into in-domain and out-of-
domain utterances, and rating the coherence of system responses. 

Unknown user utterances can be divided into two types: in-domain utterances 
which have a good on-topic responses and out-of-domain utterances which do not 
have an on-topic response in the characters’ repertoire. In-domain utterances are typi-
cally minor variations on known utterances, and for such input the classifier is ex-
pected to provide the correct response; out-of-domain utterances are often not related 
to any known utterance, and the dialogue manager should handle these by issuing an 
off-topic response. Since the definition of in-domain and out-of-domain utterances 
depends on the desired system output, determining which class an utterance belongs 
to is a somewhat subjective task which has to be performed manually. To ensure the 
annotations were meaningful we had the sample data marked by two annotators, and 
calculated inter-rater reliability using Krippendorff’s alpha [23]; reliability was rea-
sonably high at α=0.75 (observed agreement=0.89, N=264; alpha ranges from −1 to 1, 
where 1 signifies perfect agreement and 0 obtains when agreement is at chance level).  

https://agreement=0.89
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To assess the quality of the responses we conducted a separate rating study, similar 
to [10], where annotators rated utterance-response pairs on a scale of 1 to 5. All the 
utterance-response pairs collected at the museum between February 10 and February 
19 were rated. A reliability study on a separate sample, the utterance-response pairs 
from the AAAS demo, showed that reliability was fairly high for the on-topic re-
sponses, with α=0.827 for unknown on-topic responses and α=0.596 for known incor-
rect responses, but negative for the off-topic responses, indicating that the ratings of 
the latter cannot be trusted. Table 2 shows the ratings of the 390 on-topic responses 
(out of 582 total utterances analyzed). The table shows that on-topic responses to 
unknown utterances are generally very good, especially for those user utterances that 
are in-domain. 

Table 2. Coherence ratings for On Topic Responses to Unknown Utterances 

Question N Mean Median 
In-domain 342 4.78 5 
Out-of-domain 48 3.40 4 

Interaction reports from museum staff 
While we have yet to conduct formal studies, anecdotal reports from the museum staff 
are encouraging. Museum staff reports that the exhibit really does ‘stop the kids in 
their tracks’ when the Twins are talking. In idle mode, when the Twins are not inter-
acting, most visitors pause then walk on, whether or not a handler is present. When 
the handler is interacting with the Twins and a visitor walks by, a significant percent-
age stop, with a majority of them staying and interacting. 

For most exhibits in Cahners ComputerPlace, adults accompanying children in 
families tend not get involved themselves.  In contrast, with the Twins, the entire 
family tends to get involved. Females seem to be attracted to the exhibit more than 
males, and they tend to stay longer.  There is some reticence for visitors to ask ques-
tions, although females tend to ask questions more spontaneously than males and 
these questions tend to be more personal questions about the Twins. 

Visitors do not immediately make the connection between what is going on at “The 
Science Behind” and what the Twins are doing, they think “The Science Behind” 
stands alone. This suggests a need clarify the connection in the exhibit design. 

Fig. 6. Visitors engaging with Ada and Grace 
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The natural language technology tends to engage the visitors attention, and there is 
some real amazement at the exhibit.  Staff has literally observed jaw-dropping reac-
tions from visitors to the Twins.   

An email sent by Dan Noren, director of Cahners Compter Place and a co-author of 
this paper, shortly after the Twins debut, sums up the initial observations: 

“Well, the young visitors are enchanted! Lots of "Awesome", "Wow", 
"Really cool", "Neat"..., lots of smiles / wide eyes, lots of questions -
and both girls and boys are interested in looking at the Science Behind 
and the actual computers / networks driving the whole thing. I believe 
InterFaces is everything we have been working so hard to do - give the 
WOW factor to Computer STEM.” 

7 Future Work and Conclusions 

In the near future, we intend to enhance ASR to support direct interaction between the 
Twins and museum visitors.  We are investigating several approaches to rapidly se-
lecting or adapting speech models to visitors. Other future enhancements include 
more expressive facial expressions and eye gaze, and idle behaviors in which the 
characters will interact with each other when no one is talking with them to help draw 
in visitors. 

A major goal for this project was to create virtual guides that would truly engage 
visitors.  We sought to do this through several means.  We surveyed visitors to help 
design a character that would be broadly appealing.  We used two characters instead 
of one so that the characters could interact with each other as well as the visitors and 
increase engagement.   We used natural language input and output for a more natural 
interface, and we used Light Stage technology to capture highly realistic models of 
the characters’ faces, and developed the technology to render those models in realtime 
within the Gamebryo game engine. 

Our evaluation of the Twins’ performance shows the feasibility of using natural 
language interaction, and we believe the pictures of visitors and the reports from the 
museum staff give strong evidence of success in creating engagement. 
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