Mutual Behaviors during Dyadic Negotiation: Automatic Prediction of Respondent Reactions
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Abstract—In this paper, we analyze face-to-face negotiation interactions with the goal of predicting the respondent’s immediate reaction (i.e., accept or reject) to a negotiation offer. Supported by the theory of social rapport, we focus on mutual behaviors which are defined as nonverbal characteristics that occur due to interactional influence. These patterns include behavioral symmetry (e.g., synchronized smiles) as well as asymmetry (e.g., opposite postures) between the two negotiators. In addition, we put emphasis on finding audio-visual mutual behaviors that can be extracted automatically, with the vision of a real-time decision support tool. We introduce a dyadic negotiation dataset consisting of 42 face-to-face interactions and show experiments confirming the importance of multimodal and mutual behaviors.
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I. INTRODUCTION

Negotiation is a complex and dynamic process in which two or more parties, often having non-identical preferences or agenda, attempt to reach agreement. Be it in our workplace or with our family or friends, negotiation comprises such a fundamental fabric of our everyday life that we sometimes engage in the act without even being consciously aware of it. It is then apparent that a real-time system that can automatically predict respondent reactions to negotiation offers will have substantial implications in our daily lives. For instance, such a system could function as a real-time decision support tool to directly help a person during a negotiation process or it could be useful in training a person to be a better negotiator.

Automatically predicting the respondent’s reactions to offers during negotiation (i.e. whether the respondent will accept or reject an offer) is a challenging problem. Despite a long history of research on negotiation [6], much work is still needed in order to fully understand how people display various nonverbal behaviors in the context of negotiation. There has been very limited work that investigated nonverbal behaviors to build computational models, but recent progress in computer vision and audio signal processing technologies is enabling automatic extraction of various visual and acoustic behavioral cues without having to depend on costly and time-consuming manual annotations.

In this paper, we show analysis of face-to-face dyadic negotiation sessions to investigate how people use nonverbal behaviors that could be predictive of respondent reactions to negotiation offers. Specifically, we focus on mutual behaviors which are defined as nonverbal characteristics that occur due to interactional influence, including behavioral symmetry and asymmetry between the two negotiators. We introduce computational descriptors for both visual and acoustic mutual behaviors. We hypothesize that mutual behaviors are important in the context of negotiation because people unconsciously engage in constant adaptation to others’ behaviors during dyadic interaction, and this degree of coordination and behavioral matching (or mismatching) can hint at the overall atmosphere or rapport of the participants in the interaction. Moreover, we concentrate on finding such mutual behaviors that can be extracted automatically to explore the possibility of building an automatic system for predicting respondent reactions to negotiation offers.

The following section describes previous work in negotiation and computational prediction. In Section III, we
present the theoretical background and mutual behaviors in dyadic interactions. Section IV describes the details of our acoustic and visual mutual behavior descriptors, and Section V describes the results of our experiments of building computational models for predicting respondent reactions to negotiation offers. We discuss our results in Section VI and conclude in Section VII.

II. RELATED WORK

Negotiation has long been and still is an active topic of research, and the reader can find a brief history of the psychological study of negotiation in [6]. For researchers endorsing a traditional cognitive view, negotiation is essentially a decision-making process, the people involved dispassionate negotiators, and the outcome a result of dynamics governed by rational strategies. There are also researchers who put more emphasis on affective aspects [15]. Some have tried to understand the general role of affect in different stages of negotiation [5] while others have investigated the influence of mood [3][10], emotion [1][29], and personality [4]. In addition, researchers focusing on social contexts further deepen our understanding of negotiation dynamics [19][21].

The affective and social perspectives of negotiation give intuitions that nonverbal behaviors can give clues to the ongoing state of a negotiation process. Although negotiation research abounds in literature, there is still limited work that investigated nonverbal behaviors in the context of negotiation, let alone computational models. Probably a research problem that is most analogous to our line of research was explored in [14] where the authors simulated an employment negotiation scenario and found that certain speech features within the first five minutes of negotiation were predictive of the overall negotiation outcome in the end. Whereas previous works were mainly on predicting the overall negotiation outcomes in the end, our focus is on making immediate predictions of respondent reactions to offers (acceptances or rejections) for individual proposals made during negotiation. In our previous work [25], we created manual annotations to explore various multimodal factors (including nonverbal behaviors) for respondent reaction prediction, and the results served as a proof-of-concept to show that such prediction is possible within reasonable accuracy. In this paper, we put our focus on automatic analysis of mutual behaviors for respondent reaction prediction.

III. MUTUAL BEHAVIORAL FACTORS IN DYADIC INTERACTION

Extensive research shows that we have a tendency to match our behaviors to our interactional partners in various ways [22], and it is described with many terms in the literature including behavior matching, imitation, mimicry, synchrony, or chameleon effect. The changes in our behaviors often occur unconsciously and in many different channels of communication from facial expressions to speech patterns [12][13][22]. Such behavioral characteristics are parts of what we broadly refer to as mutual behaviors in this paper, which are not only limited to behavior symmetry but span more to also include any nonverbal characteristics that occur due to interactional influence, including behavior asymmetry.

Mutual behaviors are important in the context of negotiation because much evidence exists to show that they are related to social rapport. In general, people simply seem to get along better when their behaviors are well coordinated [8], and it is shown that displaying similar behaviors helps with the smoothness of interactions and also builds a feeling of liking or positivity between interactional partners [12][13]. The phenomenon is so prevalent that even computer agents that mimic human interactional partners are seen with a more positive feeling than non-mimicking agents [2]. Moreover, studies [7][18] show that observable nonverbal cues can be indicative of rapport, suggesting that it is possible to detect and gauge rapport between interactional partners, which in turn can be used to assess the status of a negotiation process.

More specifically, Bernieri et al. [7] studied observable nonverbal cues that were indicative of rapport in two different contexts of adversarial and cooperative settings, and the list of behaviors included gestures, posture shifts, proximity, back-channel responses, eye contact, and forward lean. Tickle-Degnen et al. [28], who described rapport in terms of three components of mutual attentiveness, positivity and coordination, also studied several nonverbal cues associated with rapport that included a similar set of behaviors.

Mutual behaviors that hint at rapport can also reside at the speech level. People are known to imitate various acoustic characteristics of interactional partners including accents, pauses, speech rate, and tone of voice [22]. Some researchers focus more on the smoothness of turn taking, which are usually measured with simultaneous speech, mutual silences, and interruptions [8].

IV. MUTUAL BEHAVIOR DESCRIPTORS

In creating computational descriptors of mutual behaviors, we considered the following three main aspects: behavioral symmetry / asymmetry, time dependency (short-term and long-term), and automatic extraction. Although past research principally focused on symmetric mutual behaviors, such as social rapport and behavior matching (see Section III), we note that much information can also reside in asymmetric mutual behaviors, such as opposite postures, in the context of our negotiation problem. For behavioral symmetry, we considered the similarity of behavioral patterns of the two negotiators. And for behavioral asymmetry, we considered behavioral patterns of one negotiator that contrasted with the other negotiator’s.

- Behavioral symmetry: These mutual behavior descriptors are designed to model similarity and synchrony in the negotiators’ behaviors. For example, mutual gaze or reciprocal smiles can show a general feeling of rapport and connection. We expect to see these more often in cooperative settings.
interaction. Derived from nonverbal behaviors of just one party in the occurrence at the same time, and none of our descriptors was nonverbal behaviors of both the proposer and the respondent behavior descriptors, we derived each by considering jointly simultaneously. That is, in extracting automatic mutual behaviors that could be automatically extracted and that mutually occurred between the proposer and the respondent (Fig. 2). For the short-term time window, we items and followed by a clear utterance of acceptance or utterance made with a clear offer related to negotiating the purpose, we defined a which to base predictions of future actions (Fig. 2). For this deeper understanding of the current state of negotiation on participants constantly adapt themselves to each other, concentrating only on nonverbal behaviors that could be automatically extracted and that mutually occurred between the proposer and the respondent simultaneously. That is, in extracting automatic mutual behavior descriptors, we derived each by considering jointly nonverbal behaviors of both the proposer and the respondent occurring at the same time, and none of our descriptors was derived from nonverbal behaviors of just one party in the interaction.

- **Behavioral asymmetry**: These mutual behavior descriptors are designed to model unilateral behaviors or behavioral patterns that contrast each other's. For example, if only one of the two participants is smiling or if they show opposite body postures, these are possible signs of disengagement and competition.

Furthermore, since negotiation is an ongoing process in which participants constantly adapt themselves to each other, assessing both short-term and long-term behaviors provides a deeper understanding of the current state of negotiation on which to base predictions of future actions (Fig. 2). For this purpose, we defined a proposal-response event as an utterance made with a clear offer related to negotiating the items and followed by a clear utterance of acceptance or rejection (Fig. 2). For the short-term time window, we explored mutual behaviors within the boundary of each proposal-response event, while cumulative history of behaviors was explored in the long-term time window.

- **Long-term behavior**: These mutual behaviors descriptors are designed to model the social engagement and rapport that is created over a longer period of time. For example, a continuous mutual gaze is often correlated with high rapport, which in turn can be correlated with successful collaboration.

- **Short-term behavior**: These mutual behavior descriptors are designed to model recent momentum of the negotiation. For example, the negotiation momentum could change rapidly because of cheating or mockeries, and the short-term mutual behaviors are designed to quickly adapt.

Finally, we concentrated only on nonverbal behaviors that could be automatically extracted and that mutually occurred between the proposer and the respondent simultaneously. That is, in extracting automatic mutual behavior descriptors, we derived each by considering jointly nonverbal behaviors of both the proposer and the respondent occurring at the same time, and none of our descriptors was derived from nonverbal behaviors of just one party in the interaction.

### A. Visual Mutual Behaviors

In order to automatically extract visual mutual behavior descriptors, we used a commercial software [24] that detects a person’s face from frame to frame in a video and outputs various low-level and high-level facial features. Below is a list of mutual behavior descriptors that were extracted for each participant per negotiation session. Each visual descriptor listed below was smoothed with a linear filter, and each descriptor, except for smile, was converted into a binary descriptor using an empirically-determined threshold point:

- **Smile**: Used to indicate if the person is displaying positive affect with a smile.

- **Leaning posture**: Used to indicate if the person is showing a forward or a backward lean (posture); approximated with face length and face size.

- **Head gaze**: Used to indicate if the face is directed downward (toward the table).

- **Eye gaze**: Used to indicate if the gaze is directed downward (toward the table).

For each proposal-response event, the visual descriptors above were extracted from 2 different time windows: within the short-term time window (from the start of the proposal until the start of the response) and within the long-term time window (from the start of the interaction until the start of the response) as shown in Fig. 2. Then, for each time window, symmetric mutual behavior descriptors were computed with Pearson’s correlation coefficient for each descriptor between the two participants in each dyadic session. The difference in the mean values and the difference in the standard deviation values were computed for asymmetric descriptors.

### B. Acoustic Mutual Behaviors

The following acoustic mutual behavior descriptors were extracted at 100 Hz for each participant per proposal-response event only within the long-term time windows since the amount of time was often too short to compute meaningful descriptors within the short-term time windows:

- **Voice quality – peak slope**: Used to indicate breathiness or tenseness of the voice. Values closer to zero are considered as more tense [20][26].

- **Voice quality – normalized amplitude quotient (NAQ)**: Another feature for the tenseness of the voice [26].

- **Pitch (\(f_0\))**: The base frequency of the speech signal. It is the frequency the vocal folds are vibrating during voiced speech segments. We utilized the method introduced in [16] in this work.

- **Energy**: Used to indicate the loudness and intensity of the voice.

- **Energy slope**: Extracted as the absolute value of the first derivative of the energy. High slope values indicate stronger changes in the energy and low values higher monotonocity of the energy.

- **Spectral stationarity**: A measure that captures the fluctuations and changes in the voice signal. High
Figure 3. The mean accuracies for predicting respondent reactions to negotiation offers using descriptors from different modalities (performance differences shown only between the multimodal predictor and others). The results are statistically significant at $p^* < 0.05$ and $p^{**} < 0.01$. Error bars show standard errors.

values indicate a stable vocal tract and little change in the speech (e.g. during hesitation or sustained elongated vowels) indicating higher monotonicity [17][27].

For each proposal-response event, the acoustic descriptors extracted for each participant within the long-term time windows were used to compute a correlation value between the participants using a time-aligned moving average (sliding window) technique [30], which were used as symmetric mutual behavior descriptors. In addition, for asymmetric mutual behavior descriptors, the difference in the mean values and the difference in the standard deviation values between the two participants were also computed for each descriptor within the same time windows.

V. EXPERIMENTS

For this paper, our primary research hypothesis was the following:

- \( H1 \): Computational descriptors of acoustic and visual mutual behaviors can predict respondent reactions during dyadic negotiation.

If this primary hypothesis end up being true, we suspect that it is due to the mutual behavior descriptors capturing the overall nature (or rapport) of the interaction itself (i.e. whether the interactional partners were having a smoother and more cooperative interaction or a tougher and more competitive interaction). Based on this observation, we added a secondary research hypothesis:

- \( H2 \): Computational descriptors of mutual behaviors that are predictive of respondent reactions are also useful for determining whether the nature of a negotiation session is cooperative or competitive.

### A. Dyadic Negotiation Dataset

A dataset of dyadic negotiation sessions was collected in order to understand how people negotiate with various incentive scenarios. In total, 84 undergraduate business-major students (40 males and 44 females) participated in 42 dyadic negotiation sessions, of which one dyad was discarded because the participants deviated from the experimental procedure. Each session involved same-sex participants in each dyad to control for the influence of gender. In addition, negotiators in each dyad were instructed to adopt only one of three motivational orientations that derived from the monetary incentive associated with the negotiation task: cooperative (maximize joint outcomes), individualistic (maximize own outcomes), and competitive (maximize own outcomes relative to the other’s outcomes). Out of 42 sessions, 13 were cooperative, 13 individualistic, and 16 competitive. Negotiators in each dyad received the same motivational instruction and were aware that the other was so instructed. A total of 3 cameras were placed unobtrusively to record a near-frontal view of each negotiator, as well as an overall side view of the interaction.

In each session, two participants sat face-to-face across each other at opposite ends of a table, on which several types of plastic fruits or vegetables were placed. The participants were randomly assigned to represent one of two different restaurants, which had different pay-off matrices associated with the items on the table. Each participant knew only the pay-off matrix of his/her assigned restaurant, and the participants had 12 minutes to negotiate on how to distribute the items on the table. As an incentive, each participant could receive up to $50 depending on the final points earned for his/her restaurant.

### B. Respondent Reaction Annotations

A total of 253 proposal-response events were identified, out of which 190 were accepted proposals and 63 were rejected proposals. In addition, speaker diarization was performed with manual annotations, but we note that this step could have been done automatically with close-talk microphones equipped for both participants. For each negotiation session, all the events of proposal-response pairs were identified using ELAN software [9].

### C. Prediction Model and Experimental Methodology

For the prediction models, support vector machine (SVM) classifiers with linear kernel were trained and tested [11]. A subset of candidate mutual behavior descriptors were first selected based on their prediction performances as

| TABLE I. PREDICTION OF RESPONDENT REACTIONS TO NEGOTIATION OFFERS |
|-------------------------|------------------------|------------------|
| Prediction              | Accuracy (%)           | p-value          |
| Baseline                | 50.0 %                 | $p < 0.0001$     |
| Acoustic                | 57.0 %                 | 0.0143           |
| Visual                  | 58.9 %                 | 0.0124           |
| Multimodal              | 70.8 %                 | -                |

[11] For the prediction models, support vector machine (SVM) classifiers with linear kernel were trained and tested.
individual descriptors in each modality (visual and acoustic), and then an exhaustive feature selection was performed to identify top mutual behavior descriptors.

Using the final descriptor set, 4-fold testing hold-out validation was performed with 1 hold-out fold for validation to find the optimal parameters using a grid-search technique and another hold-out fold for testing. In order to make balanced sample sets for predictor (classifier) training and testing, all of the 63 samples of the rejected proposal-response events were combined with 63 randomly selected samples of the accepted events (making the baseline prediction at 50%), and 3 such randomly balanced sets were created. Each randomly balanced set was again randomly separated into 4 folds with almost an equal number of accept and reject samples. All the prediction results were averaged over 12 test results (3 sets × 4-fold cross-validation). It is worth noting that none of the folds contained samples from the same negotiation session. In other words, the 4 folds were created such that they were all session-independent to one another.

To test for our second hypothesis, we also investigated to what extent the prediction accuracies were due to the mutual behavior descriptors’ capturing the different conditions of the negotiation sessions, specifically between the cooperative and competitive conditions. Using the final descriptor set from the respondent reaction predictor, another classifier was trained and tested in order to classify each negotiation session between the cooperative and competitive conditions. The samples were also randomly balanced with 13 cooperative sessions and 13 competitive sessions (making the baseline classification at 50%), and similar feature selection technique and 13-fold cross-validation with 1 hold-out fold for testing were performed.

VI. RESULTS AND DISCUSSIONS

All the results have the baseline prediction/classification rate of 50% since all the samples were trained and tested using randomly balanced sample sets.

A. Predicting Respondent Reactions to Negotiation Offers

For the prediction of respondent reactions to negotiation offers, a multimodal predictor using mutual behavior descriptors selected from both visual and acoustic channels performed best at the prediction rate of 70.8%, which we believe to be a reasonable prediction rate to confirm our first hypothesis (H1). The prediction made using only visual descriptors performed at 58.9% and with only acoustic descriptors at 57.0% (Fig. 3 and Table I). Paired-sample t-tests showed the multimodal predictor’s performance to be better with a statistical significance at p < 0.05 compared to the prediction performances using only visual descriptors or only acoustic descriptors alone.

B. Predictive Mutual Behavior Descriptors

Top mutual behavior descriptors selected for predicting respondent reactions are shown in Table II. When comparing these top descriptors for accepted and rejected proposals, we observed the following general trend for all 4 symmetry descriptors (smile, posture, head gaze and eye gaze): higher symmetry for accepted proposals. This is most likely due to a higher degree of rapport between negotiators when proposals are accepted. Asymmetric gaze descriptors (both eye and head gaze) showed predictive power in our prediction task, most likely helping with the identification of rejected proposals. We see a similar phenomenon for all 3 top audio descriptors: voice pitch, voice quality (NAQ), and spectral stationarity.

C. Classification of Negotiation Cooperation vs. Competition

We then investigated to what extent the prediction performance was due to the descriptors capturing the different conditions of the negotiation sessions, specifically between the cooperative and competitive conditions. Using the same mutual behavior descriptors from the respondent reaction predictor experiment (shown in Table II), the best classification rate that could be achieved for condition classification was 65.4% (Table III), which was relatively lower compared to our respondent reaction prediction accuracy but still significantly higher than the baseline model. This result indicates that the descriptors that were useful for the reaction prediction were also helpful in determining the type of negotiation sessions (H2). The result also suggests that the performance of our respondent reaction predictors could be partially due to the mutual behavior descriptors’ having captured the nature of the negotiation sessions (the overall atmosphere of cooperation or competitiveness).

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we presented our experimental results showing that we could predict respondent reactions to negotiation offers (whether the respondent will accept or
reject an offer) with reasonable accuracy using mutual
behavior descriptors, which were extracted from mutual
nonverbal behaviors in both acoustic and visual channels
between the two negotiators in a dyad. In particular, we
focused on descriptors that could be automatically extracted, and our results show that machine analysis of human
negotiation has potential to add fundamental insight into how
people negotiate and possibly provide automatic, practical
tools to benefit human negotiators. For future work, more
automatic features could be explored including non-mutual
behaviors [25]. Also, we plan to investigate how humans
perform for the same prediction problem and compare with
our automatic approach.
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