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Abstract

In dyadic human interactions, mutual influence - a person’s influence on the interacting partner’s behaviors - is shown to be important and could be incorporated into the modeling framework in characterizing, and automatically recognizing the participants’ states. We propose a Dynamic Bayesian Network (DBN) to explicitly model the conditional dependency between two interacting partners’ emotion states in a dialog using data from the IEMOCAP corpus of expressive dyadic spoken interactions. Also, we focus on automatically computing the Valence-Activation emotion attributes to obtain a continuous characterization of the participants’ emotion flow. Our proposed DBN models the temporal dynamics of the emotion states as well as the mutual influence between speakers in a dialog. With speech-based features, the proposed network improves classification accuracy by 3.67% absolute and 7.12% relative over the Gaussian Mixture Model (GMM) baseline on isolated turn-by-turn emotion classification.

Index Terms: emotion recognition, mutual influence, Dynamic Bayesian Network, dyadic interaction

1. Introduction

In dyadic (two person) human-human conversation, the interactions between the two participants have shown to exhibit varying degrees and patterns of mutual influence along several aspects such as talking style/prosody, gestural behavior, engagement level, emotion, and many other types of user states [1]. This mutual influence guides the dynamic flow of the conversation and often plays an important role in shaping the overall tone of the interaction. In fact, we can view a dyadic conversation as two interacting dynamical state systems such that the evolution of a speaker’s user state depends not only on its own history but also the interacting partner’s history. This modeling will not only allow us to capture interactants’ user states more reliably, but it could also provide a higher level description of the interaction details, such as talking in-sync, avoidance, or arguing.

The increasing sophistication of automatic meeting and dialog analysis due to the advances in audio-visual technologies, modeling emotion evolution has since become an important aspect of dialog modeling. Emotion evolution is related to people’s perception on the overall tones of interaction, and it can also be used to identify salient portions in a conversation. Further, if we can better model the mutual influence during interaction, we could bring insights into designing communication strategy for a human-machine interaction agent to promote efficient communication. In this paper, we propose and implement a model describing the evolution of emotion states of the two participants engaged in dyadic dialogs by incorporating the idea of mutual influence during interaction.

Emotion can be represented by three-dimensional attributes as presented in [2]: (V)Valence: positive - negative, (A)Activation: aroused - calm, (D)Dominance: strong - weak, with each attribute associated with a numerical value indicating the level of expression. In our model, we focus on Activation and Valence dimension only. This dimensional representation offers a general description of the emotion, and it provides a natural way for describing dynamic emotion evolution in a dialog since not all utterances in a dialog can be easily labeled as a specific categorical emotion. Our approach contrasts with most of the previous emotion classification schemes that have primarily focused on utterance level recognition of categorical labels [3] or emotion attributes [4]. Others, such as proposed in [5] have used features that encode contextual information to perform emotion recognition. However, most of these works have neither considered decoding dynamic emotions through the dialog, nor have they incorporated the mutual influence exhibited between interactants in their models.

Because of its ability to model conditional dependency between variables within and across time, we utilize the Dynamic Bayesian Network (DBN) framework to model the mutual influence and temporal dependency of speakers’ emotional states in a conversation. The experiment of this paper used the IEMOCAP database [6] since it provides a rich corpus of expressive dyadic spoken interaction. Also, detailed annotation of emotion is available for every utterance in the corpus. We hypothesize that by including cross speaker dependency and modeling the temporal dynamics of the emotion states in a dialog, we can obtain better emotion recognition performance and bring improved insights into mutual influence behaviors in dyadic interaction.

The paper is organized as follows. Our research methodology is described in Section 2. The experimental results and discussion are presented in Section 3. Conclusion and future work are given in Section 4.

2. Research Methodology

2.1. Database and Annotation

2.1.1. IEMOCAP Database

We use the IEMOCAP database [6] for the present study. The database was collected for the purpose of studying expressive dyadic interaction from a multimodal perspective. The design of the database assumed that by exploiting dyadic interactions between actors, a more natural and richer emotional dis-
play would be elicited than in speech read by a single subject [7]. This data allows us to investigate our hypothesis about the mutual influence between speakers during spoken interaction. The database was motion captured and audio recorded in five dyadic sessions with 10 subjects, where each session consists of a different pair of male-female actors both acting out scripted plays and engaging in spontaneous dialogues. The analysis in this paper utilizes the recorded speech data from both subjects in every dialog available with speech transcriptions and emotional annotations. Three human annotations on categorical emotion labels, such as happy, sad, neutral, angry, etc., and two human evaluation of the three emotion attributes (Valence, Activation, Dominance) are available for every utterance in the database. Each dimension is labeled on a scale of 1 to 5 indicating different levels of expressiveness.

The database was originally manually segmented into utterances. But, to ensure that we have both speakers’ acoustic information for a given analysis window in our dynamic modeling, we define a turn change, T, as one analysis window. Each T consist of two turns. Each turn is defined as the portion of speech belonging to a single speaker before he/she finishes speaking, and may consists of multiple original segmented utterances. Figure 1 shows an example that explains our definition.

<table>
<thead>
<tr>
<th>Emotion Cluster</th>
<th>Number of Turns</th>
<th>Cluster Centroid (V,A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>1254</td>
<td>(2.19, 3.29)</td>
</tr>
<tr>
<td>Class 2</td>
<td>1954</td>
<td>(3.15, 3.14)</td>
</tr>
<tr>
<td>Class 3</td>
<td>2027</td>
<td>(4.06, 2.21)</td>
</tr>
<tr>
<td>Class 4</td>
<td>1092</td>
<td>(1.89, 2.25)</td>
</tr>
<tr>
<td>Class 5</td>
<td>2016</td>
<td>(3.84, 3.55)</td>
</tr>
</tbody>
</table>

2.1.2. Emotion Annotation

In this work, we focused on the Valence-Activation dimensions of emotion representation, since the combination of these two dimensions can be intuitively thought as corresponding to marking most of the conventional categorical emotions [4]. The dimension values for each turn is obtained by averaging the two annotated values. In order to further reduce the number of emotional states values, 5^2 = 25, we cluster these two dimensions’ values. Based on our empirical observation, we decided to group these two dimension values into five clusters using the K-Means clustering algorithm. Figure 2 shows our clustering output. Although this averaging may create quantization noise, from Figure 2, we can see that this process does provide reasonably interpretable clusters. For example, cluster 3 represented by diamond-shaped markers could be thought as corresponding to angry because of its concentration on lower values of valence with higher level of activation; in fact, about 70% of all angry utterances in the database where at least 2 annotators agree on, reside in cluster 3. Cluster 2 represented by point-shaped markers are centered at about the mid-range of Valence-Activation levels could be thought as neutral emotion, and about 51% of the neutral utterances of the database reside in this cluster. There are a total of 5 pairs of subjects in 151 dialogs consisting of 8343 turns used in this paper. A table showing the distribution of turns for each emotion cluster and its clustering centroid is given in Table 1.

2.2. Dynamic Bayesian Network Model

Dynamic Bayesian Network (DBN) is a statistical graphical modeling framework, where each node in a network is a random variable and the connecting arrows represent the conditional dependency between random variables. Since we want to capture the time dependency and mutual influence between speakers’ emotion states, we propose to use the DBN structure shown in Figure 3.

Figure 1: Example of Analysis Windows.

Figure 2: K-Means Clustering Output of Valence-Activation.

Figure 3: Proposed Dynamic Bayesian Network Structure.

In Figure 3, the EMO_A and EMO_B nodes represent the emotional class label for speakers A, B in the dialog, and the F_A and F_B nodes represent the respective observed acoustic information modeled by Mixture of Gaussian Distribution; the black rectangle represents the hidden mixture weights for the GMM. The proposed network tries to model two aspects of emotion evolution in an interaction. One is the time dependency of the emotion evolution, where a person’s emotion state is conditionally dependent on his/her previous emotion state modeled as a first order Markov process. Second, the model incorporates the mutual influence between the two speakers in the dyadic interaction, where one speaker’s emotion state is affected by the interacting partner’s emotion. The joint probability of emotion
states $E_{Bi}$ and $E_{Aj}$ and feature vectors $Y_{Bi}$ and $Y_{Aj}$ for a dialog under this model can be factored as shown in Equation 1.

$$P((E_{Ai}, Y_{Ai}), (E_{Bi}, Y_{Bi})) = P(E_{Ai})P(Y_{Ai}|E_{Ai})P(E_{Bi}|E_{Ai})P(Y_{Bi}|E_{Bi}) \times \prod_{t=1}^{T} P(E_{Bi}|E_{Bi-1})P(E_{Bi}|E_{Ai})P(Y_{Bi}|E_{Bi}) \times \prod_{t=1}^{T} P(E_{Ai}|E_{Ai-1})P(E_{Ai}|E_{Bi-1})P(Y_{Ai}|E_{Aj})$$

3. Experimental Results and Discussion

3.1. Feature Extraction

We focused on acoustic cues for the modeling study in this paper. All features except speech rate were extracted using the Praat Toolkit [8], while speech rate was estimated as the number of phonemes per second obtained from ASR forced alignment output detailed in [6]. The following is the list of extracted of phonemes per second obtained from ASR forced alignment Praat Toolkit [8], while speech rate was estimated as the number per. All features except speech rate were extracted using the

We focused on acoustic cues for the modeling study in this pa-

3.2. Experiment Setup

- **Experiment I**: Recognize the 5 emotion classes described in Section 2.1.2
- **Experiment II**: Recognize only the Activation and Valence dimension (each with 3 classes) separately using the same proposed structure

Experiment II was performed to help us identify which of the emotion dimension is likely to be affected by mutual influence in an interaction. Here, each dimension was clustered again into 3 classes (High, Medium, Low) using the K-Means algorithm. Table 3 shows a summary of data distribution and centroid of emotion classes for Experiment II.

For both experiments, forward feature selection was performed with accuracy percentage as the stopping criterion to reduce the number of features. We then analyzed four different structures representing different aspects of emotional state evolution in a dialog. The four different structures considered

<table>
<thead>
<tr>
<th></th>
<th>Valence No. of Turns</th>
<th>Centroid</th>
<th>Activation No. of Turns</th>
<th>Centroid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>2355</td>
<td>2.05</td>
<td>3098</td>
<td>2.21</td>
</tr>
<tr>
<td>Medium</td>
<td>3271</td>
<td>3.29</td>
<td>2525</td>
<td>2.97</td>
</tr>
<tr>
<td>High</td>
<td>2717</td>
<td>4.18</td>
<td>2722</td>
<td>3.69</td>
</tr>
</tbody>
</table>

Table 2: Valence & Activation Clustering ($k = 3$)

are shown in Figure 4. The first structure (1) is our baseline model that does not incorporate any time or mutual influence dependency. Therefore, it recognizes each turn separately with trained GMM model using just the acoustic cues. Structure (2) incorporates time dependency of individual speaker’s emotion without mutual influence from the interacting partner. Structure (3) models only the mutual influence between speakers, and Structure (4) is our proposed complete model that combined both time and cross-speaker dependencies.

We tied the GMM parameters of both speakers’ observation feature vector for both experiments to maximize the use of training data. Each trained baseline GMM models’ parameters was passed onto all three other structures to ensure any changes in classification accuracy is due to the change in emotion dependency structures. The model was implemented and tested using the Bayes Net Toolbox [9]. All experiments were done with 15-fold cross validation, where 140 dialogs were selected at training and about 10 dialogs were used as testing. The numbers of mixture for the GMM was determined empirically to be four. At training, emotional labels and feature vectors were provided to learn the mixture weights and conditional dependency between emotional states using the EM Algorithm with Junction Tree Inference. At testing, the trained network decoded both speakers’ emotion labels by computing the most likely path of emotion state evolution throughout the dialog given the sequence of observations.

3.3. Results and Discussion

The results of both experiments are summarized in Table 3. The performance measure used is the number of accurately classified turns divided by the total numbers of turns tested. Two different results are shown for the Experiment II. The same columns in Table 3 means that the experiment was carried out using the same set features obtained from feature selection output in Experiment I, and the optimized column means that forward feature selection was performed on each of the Activation and Valence experiments separately.

In the Experiment I, the results show that it is beneficial to incorporate both time dependency and mutual influence on the emotional state, since both Structure (2) and (3) improve the classification performance. Our proposed DBN model which combined both dependencies obtained an absolute 3.67% increase in accuracy (relative 7.12% improvement) over our baseline model. To see where the improvement comes from, we can examine the results from Experiment II where the classification was performed on Valence-Activation dimension separately.

![Figure 4: Structures of Emotion States Evolution.](image-url)
In Experiment II, the first thing to point out is that the classification accuracy using baseline GMM on the Valence and Activation separately shows that by exclusively using speech related features, the classification accuracy is higher with the Activation dimension than with the Valence dimension by absolute 5.71% (relative 10.01%). And this agrees with our knowledge about the discriminative power of acoustic features [10] in each of these dimensions. The second observation is that we improved classification accuracy in the Valence dimension by approximately 5% absolute (relative 8%) over baseline. However, the effect is not as observable with the Activation dimension. It appears that the advantage of this modeling comes primarily in the Valence dimension instead of the Activation dimension. We hypothesize that the mutual influence on interacting partners may be more significant in the Valence dimension. However, further analysis is necessary to verify this claim.

In summary, our proposed model, which captures both time dependency and mutual influence between speakers, was able to improve the overall classification accuracy. In spite of the limited amount of interaction data (151 dialogs with 10 subjects) with potentially noisy emotion classes, it is still encouraging to see that our model is able to capture these effects and improve the recognition results.

4. Conclusions and Future Work

Interpersonal interactions often exhibit mutual influence along different elements of the interlocutor behavior. In this paper, we utilized the Dynamic Bayesian Network (DBN) to model this effect to better capture the flow of emotion in dialogs. In turn, we use the model for performing emotion recognition in the Valence-Activation dimension. As shown in Section 3, it is advantageous to model the dynamics and mutual influence of emotion states in dialog for improving emotion classification.

There are two main limitations with this paper. The first arises because we only had two human annotations on emotion attributes for each utterance. In order to incorporate both annotations to serve as our ground truth, we took the average of two annotations values for every turn; this created noise in the emotion labels. We plan on acquiring more annotations in the future to alleviate this problem. The other limitation is that we just relied on speech based features for our modeling; fortunately, the IEMOCAP database has detailed facial and rigid head/hand gesture information as well as transcriptions providing the language information, all of which have been shown useful for emotion modeling, could be incorporated within the model in the future.

Several other future directions can be pursued. One immediate extension is to provide a mapping between decoded Valence-Activation state to some more human interpretable emotion categories, and extend this framework as a first stage processing for inferring higher-level dialog attributes. Further, mutual influence between speakers can happen at multiple levels. In this paper, we examined this effect through recognizing emotion states at the turn level. Prior works have shown mutual influence on lexical structure [11] and on predicting task success [12] at the dialog level. We can analyze this effect along such levels using hierarchical structures. Furthermore, we are in the process of obtaining other forms of interaction databases with both natural human interaction and acted interaction. Once we acquire better insights into mutual influence in human interactions, we not only will be able to improve dialog modeling, but may also be able to incorporate such information in the design of robust machine spoken dialog interfaces.
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