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Abstract—One significant challenge in creating accurate models of human decision behavior is accounting for the effects of context. Research shows that seemingly minor changes in the presentation of a decision can lead to shifts in behavior; phenomena collectively referred to as framing effects.

This work presents a computational modeling analysis comparing the effectiveness of Context Dependent Utility, an appraisal-based approach to modeling the multi-dimensional effects of context on decision behavior, against Cumulative Prospect Theory, Security-Potential/Aspiration Theory, the Transfer of Attention Exchange model, and a power-based utility function. To contrast model performance, a non-linear least-squares analysis and subsequent calculation of Akaike Information Criterion scores, which take into account goodness of fit while penalizing for model complexity, are employed.

Results suggest that multi-dimensional models of context and framing, such as Context Dependent Utility, can be much more accurate in modeling decisions which similarly involve multi-dimensional considerations of context. Furthermore, this work demonstrates the effectiveness of employing affective constructs, such as appraisal, for the encoding and evaluation of context within decision-theoretic frameworks to better model and predict human decision behavior.

Index Terms—Cognitive simulation, appraisal, framing, context, utility, risk, human decision behavior.

I. INTRODUCTION

Computational models of human decision behavior, often referred to as descriptive models, seek to accurately model and predict the decisions that people actually make. Accurate, computationally-tractable descriptive models of choice are vital for modeling any decisions in which outcomes are at least partially determined by the actions of humans such as in social simulation [1], virtual-human based training [2], and interactive health-intervention [3].

Research has shown that seemingly minor changes in the presentation, or framing, of a decision problem can lead to shifts in behavior; phenomena referred to as framing effects. In a seminal study, Tversky and Kahneman [4] showed that outcomes framed as gains led to risk-aversion while the same outcomes framed as losses led to risk-seeking. Subsequent studies involving domains as diverse as Acquired Immune Deficiency Syndrome (AIDS) [5], taxpayer compliance [6], and judgments of website quality [7] have also demonstrated framing effects to varying degrees. In addition to gains and losses, framing can involve the perception of concerns as diverse as the role [8] and the needs [9] of the decision maker.

Despite the multi-dimensional nature of context, the prevalence of framing effects in many domains, and the impact they have on the decision process, few decision models address explicitly the multi-dimensional impact of context on decisions. Furthermore, existing approaches which do address framing are generally limited by a one-dimensional view of context. For instance, Prospect Theory [10] models the effect of context only to the extent that it applies to outcomes perceived as either gains or losses. Recent work however, has developed an appraisal-based approach for modeling the multi-dimensional effect of context on decision behavior. This approach, referred to as Context Dependent Utility (CDU) [11], relies on a decision-theoretic implementation of concepts in Appraisal Theory for the contextually-sensitive interpretation of a decision scenario. Appraisal Theory addresses the process by which emotions arise from an evaluation, or appraisal, of the personal significance of the circumstances confronting an individual [12]–[15]. CDU hinges on the assumption that appraisal dimensions such as pleasantness, goal congruence, and control, traditionally employed to differentiate emotions, are also instrumental in capturing the salient contextual aspects of a situation which subsequently may affect decision behavior.

This work seeks to compare the effectiveness and descriptive accuracy of CDU against decision models adhering to a more traditional one-dimensional view of context. In particular, this work presents the results of a computational modeling analysis comparing the effectiveness of Context Dependent Utility [11], Cumulative Prospect Theory [16], Security-Potential/Aspiration Theory [17]–[19], Transfer of Attention Exchange [20], and a power-based utility function. To contrast model performance, a non-linear least-squares analysis and the subsequent calculation and evaluation of Akaike Information Criterion (AIC) [21] scores, which take into account goodness of fit while penalizing for model complexity, are employed.

II. METHOD

This work presents a computational modeling analysis comparing the effectiveness of a power-based utility function (POW), Context Dependent Utility (CDU) [11], Cumulative Prospect Theory (CPT) [16], Security-Potential/Aspiration Theory (SP/A) [17]–[19], and Transfer of Attention Exchange (TAX) [20]. A non-linear least-squares analysis is used to fit the candidate models to data from an experimental framing
study in which participants were asked to decide between competing plans to prevent school dropouts. Furthermore, to ensure the best possible fit for each candidate model, a variety of initial parameter values are employed in the fitting process to avoid local minima. Akaike Information Criterion (AIC) [21] scores for each candidate model are then computed and evaluated to determine the most effective model. In particular, AIC provides a complete ranking of candidate models according to their ability to fit the data while also imposing a penalty based on the number of model parameters to avoid overfitting, reward simplicity, and allow for a more balanced comparison between disparate models. Additionally, model selection using AIC has been shown to be asymptotically equivalent, i.e., approximately equivalent in the long-run, to cross-validation [22], [23], another popular model selection technique.

A. Participants, Procedure, and Design

For the study, 525 participants from the United States were recruited through Amazon Mechanical Turk. Each participant received $0.40 for participation. The self-reported gender distribution was 319 male (61%) and 206 female (39%). The median age range was 22 to 34 years with 85% of participants below 45 years of age. The majority of participants self-identified as white (78%). Approximately half of participants (50%) have also completed a 2 year college degree or higher.

The study was administered as an anonymous online questionnaire based on a study designed by Fagley, et al. [24] to test gain-loss framing, but subsequently expanded to include additional considerations of context. Participants were presented with two plans to prevent 1000 at-risk students from dropping out: one plan results in 400 of the 1000 students dropping out and is considered the risk-averse plan since the outcome is guaranteed whereas the other plan results in a 40% chance that all students drop out and a 60% chance that no students drop out and is considered the more risky plan.

Framing involved the manipulation of context associated with considerations of pleasantness, goal congruence, and control. The manipulation of pleasantness was accomplished through the description of outcomes as gains (pleasure) or losses (unpleasant). In particular, in the loss condition, outcomes were described by the number of students that drop out: for the gain condition, outcomes were described by the number of students that stay in school; for the neutral condition, outcomes were described using both the number of students that drop out and stay in school.

The manipulation of goal congruence was based on a study conducted by Payne, et al. [25] and involved informing participants that their performance would be evaluated in comparison to the average retention rate, i.e., the percentage of students at-risk of dropping out that are retained, of other schools in the district. Therefore, in the low retention condition the expected retention rate was 5% (50 of the 1000 at-risk students stay in school); in the neutral retention condition the retention rate was 40% (400 of the 1000 at-risk students stay in school); and in the high retention condition the expected rate was 75% (750 of the 1000 at-risk students stay in school).

The manipulation of control, derived from research on loci of control [26], involved depicting the source of uncertainty in the risky plan as either arising from chance events which are perceived as relatively uncontrollable or from the ability of the decision maker, perceived as being relatively more controllable. Therefore, in the chance condition, the uncertainty in the risky plan was depicted as arising from the random selection, i.e., lottery, of funding applications; In the ability condition, the source of uncertainty in the risky plan was described as arising from the hypothetical ability of the participant to write a persuasive funding application; and the neutral condition involved a mixture of the two.

The study was conducted as a 3x3x3 between-subjects factorial in which both the presentation order of the two dropout prevention plans and the ordering of the two potential outcomes of the risky alternative were balanced. The primary dependent variable in the decision task was a 7-point strength-of-preference response which included an option indicating indifference. Table 1 illustrates the various factors and the number of participants that were assigned to each combination of factors.

B. Approaches to Modeling Framing Effects

The goal of the computational modeling analysis was to compare the effectiveness of several competing approaches for modeling decision preferences across different contextual settings. In particular, a power utility function (POW), Context Dependent Utility (CDU) [11], Cumulative Prospect Theory (CPT) [16], Security-Potential/Aspiration (SPA) Theory [17–19], and Transfer of Attention Exchange (TAX) [20] were compared.

1) Power Utility (POW): The power utility model is a one-parameter model of preference under risk and is insensitive to variations in context. It calculates the utility of an action $G$, seen in (1), in which $G$ may be described as the n-tuple, $G = (p_1, v_1, \ldots, p_n, v_n)$, such that $v_i$ is the value of the $i$th outcome, $p_i$ is the probability that the $i$th outcome occurs given action $G$, and $\sum_{i=1}^{n} p_i = 1$. While the power utility model does not explicitly account for considerations of context, it can model general risk tendencies. In particular, when $k < 1$, the utility function $U(G)$ is given by:

$$U(G) = \sum_{i=1}^{n} p_i \cdot v_i$$

<table>
<thead>
<tr>
<th>Gain/Loss</th>
<th>Retention Rate</th>
<th>Source of Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss</td>
<td>Low Neutral</td>
<td>Chance Neutral Ability</td>
</tr>
<tr>
<td></td>
<td>20 26 18</td>
<td>18 23</td>
</tr>
<tr>
<td></td>
<td>High Neutral</td>
<td>26 23 22</td>
</tr>
<tr>
<td>Neutral</td>
<td>Low Neutral</td>
<td>20 18 17</td>
</tr>
<tr>
<td></td>
<td>High Neutral</td>
<td>21 18 21</td>
</tr>
<tr>
<td>Gain</td>
<td>Low Neutral</td>
<td>15 17 20</td>
</tr>
<tr>
<td></td>
<td>High 13 16 14</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Number of Participants per Condition
decision behavior is characterized as risk-averse; when \( k > 1 \),
decision behavior tends towards risk-seeking; and when \( k = 1 \),
decision behavior is risk-neutral.

\[
POW (G) = \sum_{i=1}^{n} p_i v_i^k \tag{1}
\]

An additional function is also required to associate the values of the power utility evaluation for the sure and risky alternatives to the strength-of-preference measure captured in the experimental data. Therefore, the Luce Choice Rule [27] is employed as in (2) in which the strength of preference for the sure plan under the power utility model, \( SURE_{POW} \), is a function of the utility of the sure plan, \( POW (SURE) \), and the risky plan, \( POW (RISKY) \). The simplified choice function for the school dropout scenario is shown in 3.

\[
SURE_{POW} = \frac{POW (SURE)}{POW (SURE) + POW (RISKY)} \tag{2}
\]

\[
= \frac{0.4^k}{0.4^k + 0.4} \tag{3}
\]

2) Context Dependent Utility (CDU): Context Dependent Utility integrates appraisal with a rank-dependent utility formalization to model the contextually-sensitive interpretation and evaluation of a decision scenario [11]. According to CDU, the contextually-sensitive utility of an action \( G \), in which \( G \) is comprised of probability-outcome pairs in ascending order of outcome value, is shown in (4). Furthermore, the utility value over individual outcomes is a linear weighting between considerations of pleasantness and goal congruence as seen in (5) whereas the decompressively-defined weighting function involves considerations of control as seen in (6), (7), and (8).

\[
CDU (G) = \sum_{i=1}^{n} \pi_i u (v_i) \tag{4}
\]

\[
u (v_i) = \beta \text{pleas} (v_i) + (1 - \beta) \text{ge} (v_i) \tag{5}
\]

\[
\pi_i = \begin{cases} 
    w (D_i) & \text{if } i < n \\
    w (D_i) & \text{if } i = n 
\end{cases} \tag{6}
\]

\[
w (D_i) = a (ctrl (D_i)) + b \tag{7}
\]

\[
D_i = \sum_{j=i}^{n} p_j \tag{8}
\]

The appraisals of pleasantness, goal congruence, and control are defined identically as functions of diminishing sensitivity made with respect to reference points as in (9). In particular, pleasantness is an evaluation of value made with respect to the value of the status quo as in (10); goal congruence is an evaluation of value made with respect to the value of the aspiration outcome as in (11); and control is an evaluation of decompressively-defined probability made with respect to the probability of the control threshold as in (12).

\[
\begin{array}{|c|c|c|}
\hline
\text{Experimental Factor} & \text{Level} & \text{Encoding} \\
\hline
\text{Gain-Loss Description} & \text{Loss} & v_{\text{loss}} = 1.00 \\
& \text{Neutral} & v_{\text{neutral}} = 0.40 \\
& \text{Gain} & v_{\text{gain}} = 0.00 \\
\hline
\text{Ret. Rate} & \text{Low} & v_{\text{low}} = 0.05 \\
& \text{Neutral} & v_{\text{neutral}} = 0.40 \\
& \text{High} & v_{\text{high}} = 0.75 \\
\hline
\text{Source of Uncertainty} & \text{Chance} & \pi_{\text{c}} = 1.00 \\
& \text{Neutral} & \pi_{\text{n}} = 0.50 \\
& \text{Ability} & \pi_{\text{a}} = 0.00 \\
\hline
\end{array}
\]

\[
\text{appraiser} (x, ref, k) = \begin{cases} 
(x \cdot \text{ref})^k & \text{if } x \cdot \text{ref} \leq 0 \\
(x \cdot \text{ref})^k & \text{if } x \cdot \text{ref} < 0 
\end{cases} \tag{9}
\]

\[
\text{pleas} (v_i) = \text{appraiser} (v_i, v_{\text{ref}}, k_{\text{pleas}}) \tag{10}
\]

\[
\text{ge} (v_i) = \text{appraiser} (v_i, v_{\text{as}}, k_{\text{ge}}) \tag{11}
\]

\[
\text{ctrl} (D_i) = \text{appraiser} (D_i, p_{\text{ctrl}}, k_{\text{ctrl}}) \tag{12}
\]

The reference points, i.e., status quo, aspiration outcome, and control threshold, for the school dropout scenario are encoded as in Table II. The high and low values of the status quo reflect the presentation of outcomes as either losses (number dropping out) or gains (number staying in school). For the neutral status quo condition, a value of 0.4 was chosen to reflect the expected value of the scenario. The aspiration outcome values follow directly from the description of the evaluation criteria. The control threshold value for the chance condition was chosen such that all outcome probabilities would not exceed it and be perceived as uncontrollable. Alternatively, the control threshold value for the ability condition was chosen such that all outcome probabilities would exceed it and be perceived as controllable.

Action selection is implemented using Luce’s choice rule in which the utility for the sure outcome is raised to the power \( k \) such that \( 0 < k < 1 \) models a tendency towards risk-aversion, whereas \( k > 1 \) models a tendency towards risk-seeking. For the school dropout scenario the choice function is simplified as seen in 13. Furthermore, to facilitate the fitting process, the parameter \( \beta \), governing the weight given to considerations of pleasantness over goal congruence is set to \( \frac{1}{2} \).

\[
S^{1H}_{CDU} = \frac{u (0.4)^k}{u (0.4)^k + \text{ctrl} (0.4)} \tag{13}
\]

3) Cumulative Prospect Theory (CPT): Cumulative Prospect Theory [16] extends Prospect Theory [10] by utilizing a rank-dependent formalization to resolve violations of stochastic dominance which arise from the subcertainty of its weighting function. The general form of the CPT calculation is given in (14) in which the probability-outcome pairs of action \( G \) are in ascending order of value such that negative subscripts denote negative outcomes, positive subscripts denote positive outcomes, and the neutral outcome \( v_0 \) occurs with probability \( p_0 \).
\( CPT(G) = \sum_{m} \pi(p_i) u(v_i) \)  \hspace{1cm} (14)

The CPT utility function for individual outcomes is given in (15) in which \( 0 < \alpha \leq 1, 0 < \beta \leq 1 \), and \( \lambda > 1 \) are required to ensure that the utility function is one of diminishing returns from the reference point and that losses loom larger than gains.

\[
u(v) = \begin{cases} 
v^\alpha & \text{if } v \geq 0 \\
\lambda (v)^\beta & \text{if } v < 0 
\end{cases}
\]  \hspace{1cm} (15)

The weighting function of CPT is cumulative for gains and cumulative for losses as seen in (16). Furthermore, the weighting function adheres to the principle of diminishing sensitivity with respect to the reference points of certainty, \( p = 1 \), and impossibility, \( p = 0 \). The weighting functions for gains and losses are shown respectively in (17) and (18) such that \( 0 < \gamma \leq 1 \) and \( 0 < \delta \leq 1 \).

\[
\pi(p_i) = \begin{cases} 
w^+ (p_i) & \text{if } i = n \\
w (p_i) & \text{if } i = m 
\end{cases}
\]  \hspace{1cm} (16)

\[
w^+ (p) = \frac{p^\gamma}{(p^\gamma + (1 - p)^\gamma)^{1/\gamma}} \]  \hspace{1cm} (17)

\[
w (p) = \frac{p^\delta}{(p^\delta + (1 - p)^\delta)^{1/\delta}} \]  \hspace{1cm} (18)

According to CPT, outcomes must be coded, i.e., denoted as gains or losses, with respect to some reference point. However, CPT provides little guidance regarding both the determination of the reference point and the coding process. Therefore, the reference point is implemented as a linear weighting between the status quo and aspiration outcome values as specified in Table II mediated by \( k \), such that \( 0 \leq k \leq 1 \), as seen in (19). Furthermore, the coding process is implemented as the difference between the uncoded outcome value and the value of the reference point, \( v_{ref} \).

\[
v_{ref} = kv_{sq} + (1 - k)v_{ao} \]  \hspace{1cm} (19)

The Luce Choice Rule is employed to transform CPT values to the strength-of-preference measures. The decision function is simplified for the school dropout data as seen in 20. Furthermore, the parameter \( \delta \) is discarded in the fitting process since only the weight of the best outcome, guaranteed to be positive, is evaluated. Additionally, to ensure the convergence of the fitting process, the parameter \( \gamma \) is fixed at 0.55.

\[
SURe_{CPT} = \frac{u(1 - v_{ref})}{u(1 - v_{ref}) + w^+(0.4)} \]  \hspace{1cm} (20)

4) Security-Potential/Aspiration Theory (SPA): Security-Potential/Aspiration (SPA) Theory is a dual-criteria function modeling the trade-off between security-minded (risk-averse) attitudes and potential-minded (risk-seeking) attitudes and the role of aspiration-level considerations \cite{17-19}. The SPA function is shown in (21), in which the action \( G \) is comprised of probability-outcome pairs in ascending order of value.

\[
SPA(G) = f (SP(G), A(G)) \]  \hspace{1cm} (21)

The Security-Potential (SP) criterion is a variant of Rank-Dependent Utility \cite{28}, as seen in (22), with the simplifying assumption that outcome utility is its value, i.e., \( u(v) = v \).

\[
SP^+(G) = \sum_{i=1}^{n} \pi(p_i) v_i \]  \hspace{1cm} (22)

The weighting component, \( \pi(p_i) \), is defined cumulatively as in (23). According to previous work on SPA and framing \cite{29}, the variables controlling the weighting function may vary depending on the perception of outcomes as gains or losses. In particular, the weighting function, as in (24) and (25), is defined such that \( h^+ \) and \( h^- \) are respectively the weightings for gains and losses. Gains are defined as outcomes with values meeting or exceeding the status quo value, as specified in Table II, and losses are outcomes with values less than the status quo value. Additionally, the variables \( q_{sq} \) and \( q_{p} \) control the intensity of the security and potential evaluations respectively such that \( q_{sq} \geq 0 \) and \( q_{p} \geq 0 \).

\[
\pi(p_i) = \begin{cases} 
w^+ (p_{i+n}) & \text{if } v_i \leq v_{sq}, i = n \\
w^+ (p_{i+n} + \bar{v}_{sq} + p_n) & \text{if } v_i < v_{sq}, i < n \\
w (p_{i+n}) & \text{if } v_i < v_{sq}, i = n \\
w (p_{i+n} + \bar{v}_{sq} + p_n) & \text{if } v_i < v_{sq}, i < n 
\end{cases}
\]  \hspace{1cm} (23)

\[
w^+ (p) = h^+ p^{\delta+1} + (1 - h^+) \left(1 - (1 - p)^{\delta+1}\right) \]  \hspace{1cm} (24)

\[
w (p) = h p^{\delta+1} + (1 - h) \left(1 - (1 - p)^{\delta+1}\right) \]  \hspace{1cm} (25)

The aspiration criterion is the cumulative probability that a particular action results in an outcome which meets or exceeds the aspiration value, \( v_{asp} \), as specified in Table II. The criterion is defined in (26), where \( i_{asp} \) is the index of the first outcome to meet or exceed the value of the aspiration outcome.

\[
A(G) = \sum_{i=i_{asp}}^{n} p_i \]  \hspace{1cm} (26)
Based on previous studies [29], the SP and A criteria are evaluated individually and then linearly combined. The choice function for the SP criterion, $SURE_A$, is implemented using Luce’s choice rule while the choice function for the A criterion, $SURE_A$, is given in (27) for gains and (28) for losses. The combined choice function is implemented as a weighted linear mixture of the individual choice rules as given in (29).

$$SURE_A = \frac{A(SURE)}{A(SURE)+A(RISKY)}$$

$$SURE_A = -\frac{(1-A(RISKY))}{(1-A(SURE))+A(RISKY)}$$

$$SURE_A = kSURE + (1-k)SURE_A$$

(27)

(28)

(29)

The simplified choice function for the school dropout scenario is shown in (30). Furthermore, the assumption that $q^p = q^a = 1$ is made to facilitate the fitting process.

$$BEGIN Math$$

$$ST_H_A = \begin{cases} 
ST_H_A^+ & \text{if } q^p < 0.4 \\
ST_H_A^- & \text{if } q^a > 0.4 
\end{cases}$$

$$SSP = 0.4k + 0.4w + (0.4) + ((1-k)ST_H_A)$$

(30)

$$END Math$$

5) Transfer of Attention Effect (TAX): In the TAX model the value of an action is a weighted average of the utility of each outcome in which the weights represent transfers of attention from one branch to another [20]. The full TAX function is given in (31), in which outcomes are arranged in descending order of preference, i.e., $v_1 \geq v_{i+1}$. Additionally, the attention-transfer function, $w$, is defined according to the “special” TAX model [30], [31] as shown in (32).

$$TAX(G) = \frac{\sum_{i=1}^{n} t(p_i) w(v_i)}{\sum_{i=1}^{n} t(p_i)}$$

$$\sum_{i=1}^{n} \sum_{k=1}^{n} w(v_i) w(v_k) \omega(p_i,p_k,n)$$

$$\omega(p_i,p_k,n) = \begin{cases} 
\delta(p_i) & \text{if } \delta > 0 \\
\delta(p_i)^{-1} & \text{if } \delta < 0 
\end{cases}$$

(31)

(32)

The TAX model assumes consequences are evaluated relative to some reference point rather than as absolute states. Therefore, since TAX does not explicitly describe how the reference point is determined, a linear weighting model is adopted as in (33) in which $k$ mediates the weighting between the status quo and the aspiration outcome values as specified in Table II. Furthermore, consequence values are coded relative to the reference point as $v_i = v_{ref}$ such that the resulting utility function, implemented as a power function conditioned on whether outcomes are perceived as gains or losses, is shown in (34). The probability-weighting function $t(p_i)$ is implemented as a power function as suggested in [32] and seen in (35).

$$ref = k v_{ref} + (1-k) v_{ref}$$

$$u(v_i, ref) = \begin{cases} 
(v_i - ref)^{\beta} & \text{if } v_i - ref \geq 0 \\
(ref - v_i)^{\beta} & \text{if } v_i - ref < 0 
\end{cases}$$

$$t(p_i) = p_i^{\alpha}$$

(33)

(34)

(35)

C. Results and Discussion

The nonlinear least-squares analysis yielded the parameter estimates as shown in Table III for all candidate models. The number of parameters ($K$), residual sum of squares (RSS), AIC score (AIC), difference from the minimum AIC score ($\Delta_k$), and Akaike weight ($w_k$), which gives the relative likelihood that model $k$ best fits the data, are given in Table IV.

$$TAX(SURE) = u(0.4, ref)$$

$$TAX(RISKY) = \frac{t(0.4) \omega(0.4)}{t(0.4) + t(0.6)}$$

(36)

(37)

The simplified TAX calculations for both the sure and risky alternative of the school dropout scenario are shown in (36) and (37) respectively.
CDU is approximately 7.5 times more likely than CPT to most accurately model the school dropout prevention data when considering AIC values. These results suggest that multidimensional models of context and framing, such as CDU, can be much more accurate in modeling human decision behavior when the context of a decision is similarly complex and multidimensional in nature.

III. CONCLUSION

One significant challenge in creating accurate, descriptive models of human behavior is accounting for the effect of context on decision behavior. Existing approaches at modeling context and its effects on decision behavior, i.e., framing effects, are generally limited by a one-dimensional view of contextual influence and therefore lack the descriptive flexibility to account for a broad range of behavior.

Therefore, this work compares the effectiveness of a decision framework relying on appraisal to model the multidimensional effect of context on decision behavior against decision models adhering to a more traditional one-dimensional view of context predicated on the perception of outcomes as gains or losses. Specifically, this work presents a computational modeling analysis comparing the effectiveness of a power-based utility function, Context Dependent Utility [11], Cumulative Prospect Theory [16], Security-Potential/Aspiration Theory [17–19], and Transfer of Attention Exchange [20] in modeling multi-dimensional framing effects involving considerations of pleasantness, goal congruence, and control within a school dropout prevention scenario.

Through the process of fitting and the subsequent calculation and comparison of AIC scores, the results show that Context Dependent Utility outperforms the other candidate models by a factor of approximately 7.5. In sum, the present study illustrates the need for models which represent explicitly the multi-dimensional effect of context on behavior, such as Context Dependent Utility, especially when modeling decision behavior across contextually distinct situations. Furthermore, this work demonstrates the efficiency of employing affective constructs, such as appraisal, for the encoding and evaluation of context within decision-theoretic frameworks to better model and predict human decision behavior.
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